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ABSTRACT

Research into optical communications and signal processing has yielded novel
conceptual and experimental results. The research fields include systems archi-
tecture, device technology, and processing algorithms.

a) Spread Spectrum Techniques in Optical Communications:
The interference suppression capability of spread spectrum techniques is
enhanced by optical transform domain processing and a design for spec-
tral coding at optical frequencies is presented. The encoding system is
formulated on optical pulse compression and shaping.

b) Optical Controller for Phased Array Radar Using Neural Network Architec-
tures:

The control of adaptive phased-array antennas using the least meali
squares algorithm is shown to be analogous to the implementation of
a two-layer perceptron. From the two-level perceptron architecture, an
optical processor for the control of adaptive antennas is proposed.

c) Two-Dimensional Phased-Array Optics:
Device concepts for phased-array optics applicable to two-dimensional
beam scanning, wavefront shaping, and dynamic lenses are formulated.
The proposed devices employ element and array scanning for control of
an optical beam. Dielectric waveguide optics and electro-optic organic
materials can be used to form multiple layers of electro-optically con-
trolled channel waveguides and artificial prisms. These techniques permit
the fabrication of monolithic and integrated devices.

d) Hybrid Optical/Electronic Nonlinear Optical Devices:
Nonlinear optical devices that are based on linear optical modulators and
nonlinear electronic feedback can be fabricated that are electronically
tuneable and detector limited sensitive. A proof-of-concept experiment
using an acousto-optic modulator and a nonlinear electronic Schmitt trig-
ger has been performed. An electro-optic hybrid optical/electronic non-
linear optical device that can be integrated with conventional semicon-
ductor electronics is examined in concept and fabrication techniques.

e) Image Recovery from Image Plane Arrays:
High-resolution reconstruction of remotely obtained images from image-
plane detector arrays with individual detectors smaller than the blur spot
of optics can be acquired by scanning or rotating the image with respect
to the detector. The method of convex projections is developed as an
alternative to matrix inversion and least-squares estimation. With readily
obtained prior knowledge, good quality imagery can be produced with
reduced data. Ac**ts1M oap
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Chapter I

Introduction

1.1 RESEARCH TOPICS and OBJECTIVES

The properties of light in the infrared to visible wavelengths offer improved

and novel means for communications and signal processing. Communication

by light promises enormous bandwidth, security, and economy in comparison

to present techniques. Optical signal processing and computing have the ad-

vantage of tremendous throughput due to light-speed computation and massive

parallelism.

With the advantages offered by the application of optical techniques, five

research areas were explored in order to investigate systems architecture, de-

vice technology, and processing algorithms to exploit light. The research was

conducted to develop and evaluate concepts and experimentally demonstrate

proof-of-concept. These topic areas are:

1) Spread Spectrum Techniques in Optical Communications;

2) Optical Controller for Adaptive Phased Array Antennas Using Neural

Network Architecture;

3) Two-Dimensional Phased-Array Optics;

4) Hybrid Optical/Electronic Nonlinear Optical Devices; and,

5) High Resolution Image Recovery from Image Plane Arrays Using Convex

Projection.

- A briq deicription of the research topics and discussion of the objectives of

this reseUi'ch foll9 ws.

1) Spread Spectrum Techniques in Optical Communications:

The objective of the study of spread spectrum techniques is the evaluation

of spread spectrum techniques as applied to light communications. Spread spec-

2



trum methods are resistant to jamming and interference which are advantages

over narrow band communication techniques. Despite the improvements in using

spread spectrum, this approach has not been utilized ini optical communications

due to lack of effective modulation and coding methods available at optical fre-

quencies. The research in this area explores coding schemes and modulators to

incorporate spread spectrum into optical communications. A conceptual design

for spectral coding at optical frequencies has been developed, and applications

of this system to fiber optics, laser radar, and free space optical communications

are examined.

2) Optical Controller for Adaptive Phased Array Antennas Using

Neural Network Architecture

Processing of signals from adaptive phased-array antennas has received at-

tention as a means of detection of broadband information in the presence of

multiple interference sources and Gaussian noise. An investigation into the use

of a neural network for an optical controller for adaptive phased-array anten-

nas was conducted with the objective of evaluating perceptron architecture, and

the associated technology to implement the optical controller. The control of

adaptive phased array antennas using the least mean squares (LMS) algorithm

is shown to be analogous to the implementation of a two-layer perceptron neural

network. The adaptive weights may be calculated using the back propagation

algorithm, which is a generalized version of LMS. By using a full perceptron

model, we introduce additional adaptive weights at the receiver; this is expected

to improve performance over existing systems. An optical processor for the con-

trol of adaptive antennas is proposed, based on a two-level perceptron. It is

shown that currently available technology is capable of realizing this receiver;

the optical architecture may also be applied to the demands of future wideband

interference suppression systems.

3



3) Two-Dimensional Phased-Array Optics

Phased-Array optics is the optical analog of phased-array radar. The objec-

tive of this research is the concept design of optical systems that permit optical

beam forming and scanning in two dimrensions that are electronically tuneable,

and avoid mechanical rotation and translation mechanisms. While devices have

been developed that yield one dimensional scanning, no extant technique can

provide two-dimensional beam-steering and shaping that is a monolithic struc-

ture and can be integrated with other technology. This investigation has led to

conceptual designs that utilize waveguide optics and artificial prisms that can be

stacked in multiple layers. These designs use electro-optic organic materials and

embedded electrodes to form the elements of the arrays. Combining element

scanning, array scanning, and nonuniform spacing of elements yield devices with

increased resolution and reduced side-lobes.

4) Hybrid Optical/Electronic Nonlinear Optical Devices

Nonlinear optics has been pursued as a method of generating bistable and

hysteresis for light signals. Current research and development has concentrated

on the use of nonlinear optical materials or nonlinear optical structures to achieve

this result. These approaches suffer drawbacks in the limitations imposed by the

inherent properties of nonlinear materials and nonlinear optical structure:. In

contrast, hybrid devices in which nonlinear electronics with feedback control

of linear optical modulators can presently permit the development of nonlinear

optics without the drawbacks of the other techniques. Because the nonlinearity

is contained entirely in the feedback electronics, the nonlinearity is electronically

and optically tuneable. Hybrid optical/electronic nonlinear optical devices are

only limited in sensitivity to the detectors used to sample the optical signals,

and can be manufactured with conventional semiconductor electronics. The

4



objectives of the research into this area were device architectures, applications,

fabrication methods, and proof-of-concept.

5) High Resolution Image Recovery from Image Plane Arrays

Using Convex Projection

The purpose of this research topic is the study of reconstructing remotely

obtained images from image-plane detector arrays with large blur spots of the

optics, reduce data, and noise affecting the reconstruction. While the individual

detectors may be larger than the blur spot of the imaging optics, high-resolution

reconstructions can be obtained by scanning or rotating the image with respect

to the detector. As an alternative to matrix inversion or least-squares estima-

tion, the method of convex projections is proposed. The research shows that

readily obtained prior knowledge can be used to obtain good quality imagery

with reduced data.

1.2 REPORT ORGANIZATION

Because of the diverse nature of the research pursued, the technical discus-

sion is divided into each of the five areas presented above. Each area has an

independent and self-contained chapter with the authors of the chapter iden-

tified under the title. A given chapter contains its own concluding discussion,

acknowledgement, and reference sections. There are two appendices. Appendix

A relates to Chapter 6, and Appendix B is a list of papers and presentations

derived from this research contract.
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Chapter II

Spread Spectrum Techniques in Optical Communication
Using Transform Domain Processing

Casirner DeCusatis and Pankaj Das

2.1 INTRODUCTION

Spread spectrum communication consists of transmitting a given signal by

modulating the information with a large bandwidth, coded waveform such as a

PN sequence [1-4]. The transmitted signal occupies a bandwidth much larger

than the information bandwidth. Such systems possess a number of special

properties which distinguish them from narrowband communication techniques.

"A primary advantage of such systems is resistance to jamming and interference.

"A broad spectral signal bandwidth is more difficult to distinguish from ambient

noise, which adds to the security of the channel.

Spread spectrum techniques have not been utilized in optical communication

systems, despite their increasing popularity and inherently wide bandwidths,

due to a lack of effective modulation and coding methods available at optical

frequencies. We propose several methods for incorporating spread spectrum

techniques into optical communications.

A typical direct sequence spread spectrum communications system is shown

in Figure 2.1. An information sequence, S(t), is modulated by a PN code se-

quence, c(t). The modulated signal is corrupted in the communications channel

by interference, 1(tM, and additive, almost white Gaussian noise, 01). The cor-

rupted signal is recovered by a matched filter containing the code sequence.

The ability of a spread spectrum system to resist jamming is determined by

the processing gain, which in turn is given by the ratio of transmission bandwidth

to data bandwidth. Large processing gains provide a high degree of jamming

immunity. Since processing gain cannot be increased indefinitely, it is desirable

I4I



FIGURE 2.1

Transmitter Channel Receiver

S I

' - Filter

C( t) Mt n. n W
Impulse
Response = c(t)

Figure 2.1. Block diagram of a typical direct sequence spread spectrum commu-
nications system.



to supplement the jamming resistance. This has led to the use of transform

domain processing techniques [4-10].

A transform domain receiver is shown in Figure 2.2. The received signal

is x(t) = S(t) c(t), plus channel interference and noise. Filtering by the transfer

function tI(w) is performed by multiplication followed by inverse transformation.

This real time frequency domain multiplication has been demonstrated both

theoretically and experimentally [1,2]. An alternate receiver implementation

replaces the matched filter by multiplication with the complex conjugate of the

signal spectra in the transform domain. Taking the inverse Fourier transform

produces a result equivalent to Figure 2.2.

Trailsform domain processing techniques effectively suppress narrow band

jammers in a spread spectrum system. The jammer may be removed by the

system illustrated in Figure 2.3. Input consists of the code and jammer on

an RF carrier; a high power, narrow band jammer appears as an impulse in

the transform domain. A gating function removes the portion of the spectrum

containing the jammer. The gate output is the PN code; since the code has a

large bandwidth, the notch filter has not seriously degraded the signal spectrum.

Correlation is performed by multiplication in the transform domain, followed by

an inverse Fourier transform.

2.2 TRANSFORM DOMAIN PROCESSING in the OPTICAL DOMAIN

Optical signal processing techniques are suited to applications in transform

domain processing. We shall consider the Chirp transform, which can be used

to implement a real-time Fourier transform.

The Chirp transform is illustrated by Figure 2.4(a). An arbitrary signal f(t)

is multiplied by a down-chirp, then passes through a linear system whose im-

pulse response is an up-chirp. The result is multiplied by a down-chirp; the

8
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output is the Fourier transform of the input. This is also known as the multiply-

convolve-multiply (MCM) algorithm; the system of Figure 2.4(b) performs the

same operation by a dual process called the convolve-multiply-convolve (CMC)

algorithm. In both cases, the same result holds if the impulse responses are

down-chirps and we multiply by the up-chirps. If the input is F(w,), the algo-

rithms invert the Fourier transform to yield f(-t).

Either algorithm can be used in optics to perform spatial Fourier transforms*

of optical signals. The MCM algorithm may also be applied to optical pulse

compression systems. This process can be realized in the time domain, which

forms the basis fo the use of spread spectrum systems at optical frequencies.

2.3 OPTICAL PULSE COMPRESSION and SPECTRAL MODULATION

The basic configuration for optical pulse compression and shaping is shown

in Figure 2.5, after the treatment of references [11] and [12]. Note that Figure

2.5 is an optical implementation of Figure 2.4(a), where f(t) is the pulse to be

compressed. This pulse compression is achieved by inducing a chirp, or linear

frequency sweep, on an optical pulse and subsequently rephasing the chirped

frequency components. Although there are several means of obtaining chirped

optical pulses, a single mode optical fiber induces uniform frequency modulation

across the entire pulse profile. The frequency chirp is generated by self-phase

modulation, which arises from the interaction of the propagating light and the

intensity dependent portion of the fiber's refractive index [13]. It is then nec-

essary to re-phase the spectral components to compress the pulse in time. The

system in Figure 2.5 uses a diffraction grating pair as a dispersive delay line [14].

This system can be modified to encode an optical pulse in the frequency domain.

=i,. i i I m II I I~ III



FIGURE 2.4
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Figure 2.4. Block diagram of a chirp transform system. (a) MCM algorithm.
(b) CMC algorithm.
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A chirped optical pulse can be produced by the nonlinear process of self-phase

modulation (SPM). The fiber's refractive index is given by:

,1(t) = no + n2I(t) (2.1)

where I(t) is the intensity profile of the light, and n2 is a positive material constant

[13]. The propagation constant is given by:

k = w11(t) = who + AI(t) (2.2)

C C

where c is the speed of light and the constant A represents a collection of terms.

The phase of the optical pulse becomes:

0 = wot - wnojz - A1(t) (2.3)

where z is the propagation distance. The instantaneous frequency is thus pro-

portional to the negative time derivative of the intensity profile,

w- = dO-W- A d[1401 (2A)
dt d

and the properties of the resulting chirp depend on the time-varying intensity.

However, the chirp produced by SPM alone is not linear over the full intensity

profile. The linearity of the chirp can be improved by the effect of positive group

velocity dispersion (GVD) in the fiber. This effect is calculated by expanding

the propagation constant, k(cw,), about the center frequency wo; the relevant term

is:
3 2k )e= .•3 = (d 2)( = (2.5)

where ( is the length of the fiber. The combined effect of SPM and GVD is called

dispersive self-phase modulation (DSPM); it produces an approximate square,

linearly up-chirped pulse from a single frequency input of nonuniform intensity.

It



As mentioned before, the system of Figure 2.5 implements the following

relation:

(f(t)e+lj') * e-jo` = F(w)e-J3t2  (2.6)

where 1"(w) is its Fourier transform of f(t), w = 2rf is the angular frequency, and

3 is a chirping factor to be determined.

The chirp parameter for a grating pair is given by [14]:

3 = ,(Af) 2d/bT (2.7)

where d is the grating constant = 1/number of lines per mm, b is the grating

separation, and T is a constant determined by the angle of incidence. Thus, the

system of Figure 2.5 realizes equation (2.6); the analogous ftinctions for each

component are shown in Figure 2.6.

The time-bandwidth product of a grating pair delay line may also be ex-

pressed in terms of the grating's physical properties as:

(A )(Af) = -M --T -(2.)

where m is the diffracted order. Note that the time-bandwidth product may be

increased by using higher diffracted orders; this could be realized with blazed

diffraction gratings, designed to diffract most of the optical power into higher

orders. After one pass through the grating pair the optical signal, gY(t), is given

by:

gl(t) = F(,3t/1,r)e---u3  (2.9)

The first pass through the gratings has taken the Fourier transform of the original

input signal, because the grating pair input had the opposite chirp as the impulse

response, h(t), of the grating pair. The signal of equation (2.6) now possesses a

chirp of the same sign as l(t); if this signal reflects from the mirror and traverses

the grating pair a second time, no further Fourier transformation can occur.

15



FIGURE 2.6

INPUT
P/LSE

--= input signal, f(t)

=Multiply by e+01 (positive GVD) or

multiply by e-j012 (negative GVD) and

OPTICAL FIBER spreads intensity profile.

R---- h(t) =e-i 1 2

Grating Pair

Grating Pair with Telescope

Figure 2.6. Block diagram of analogous pulse compression.
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This second pass through the gratings doubles the chirp factor; the final output

of the system, g2 (t), is:

g2(t) = F(3t/-r)e-j20t2  (2.10)

The system has performed pulse compression as an MCM system. After one

pass through the gratings, the Fourier spectra of the signal is spatially separated

in a plane. By placing some form of transmission mask in this plane, it is possible

to modulate the frequency components of the optical signal. If a transmission

mask function M(f) is placed in this plane as indicated by Figure 2.7, then the

final output will be:

g2(t) = F(/3t/ir) jit(flt/Tr)e-j2,2 t (2.11)

Heritage et. al. [15] have experimented with simple two-dimensional amplitude

and phase masks, as well as spectral windows to eliminate nonlinear behavior at

the edges of the pulse (161. We propose to use this principle to achieve spread

spectrum coding of the optical signals.

Note that in place of a grating pair, a fiber optic delay line with negative

GVD could be used if only pulse compression was desired. However, the grating

pair is more suitable for our purposes, as it provides a means to modify the

spectral components.

In the preceding discussion, we noted that the impulse response of a grating

pair is given by a downchirp, which compresses the output of a fiber with pos-

itive GVD. However, GVD in an opticq! fiber is positive only for wavelengths

below 1.3 ym [13]; the region of lowest loss is 1.3-1.6 jim, which is also a region

of negative GVD. In order to utilize our system in this region, the grating pair

impulse response must be an upchirp. This may be realized by using a telescope

between the gratings, as first derived by Martinez et. al. [17]. The concept is

illustrated in Figure 2.8; two lenses of focal length fi and f2 are placed between

17
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FIGURE 2.8

Figure 2.8. Grating pair delay line with up-chirp impulse response.
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a grating pair separated by a distance (. The lenses are assumed to induce no

aberrations, so that the optical path between their focal planes does not depend

on the angle 0. In other words, the telescope only magnifies the angular disper-

sion of the grating pair. To obtain the effective dispersion length (i.e., grating

spacing) the distance between 0 and Ot must be subtracted from 1; accounting

for angular magnification, the effective grating spacing becomes:

,4,ff = [ - 2(f, + f,)](f,/f 2)2  2.121

Note that bwf may not take on negative values. reversing the sign of the chirp

given by equation (2.7). This allows our system to accommodate optical signals

in the realm of negative fiber GVD. The value of b•f may also be increased by the

angular magnification of the telescope optics. This increases the time-bandwidth

product of the system, as given by equation (2.8). A pulse compression system

using this design has been implemented experimentally by Martinez (18] using

standard off the shelf laser optics. A theoretical analysis including limitations of

the telescope pupils and lateral spectral walkoff was also developed. Maine and

Strickland et. al. [19] have demonstrated compression schemes using grating

pairs with both positive and negative GVD.

The grating pair delay lines may be replaced by a pair of refractive prisms.

as illustrated in Figure 2.9. It has been shown [17] that the angular dispersion of

a prism delay line realizes a chirp impulse response equivalent to a grating pair:

prism systems have been successfully demonstrated in optical pulse compressors

[20].

2.4 SPREAD SPECTRUM TECIINIQUES in OPTICAL COMMIUNICATION

There are many possible designs for an optical spread spectrum comintnica-

tiou system based on the pulse compression architecture described previously.

Figure 2.7 illustrates how the chirped light may be modulated with binary data:



FIGURE 2.9

Figure 2.9. Prism pair delay line with down-chirp impulse response.
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an optical signal with positive GVD is assumed, although negative GVD may

also be realized as discussed earlier. The appropriate pn code must now be

impressed upon this data. One implementation involves placing a transmission-

type mask between the grating pair and the feedback mirror, as shown in Figure

2.7. Since the frequency components are spatially distributed in this plane, it is

possible to perform both amplitude and phase modulation on the optical signal.

The optical signal passes through the transmission mask twice; the second pass

can only be neglected if a binai-y amplitude mask is used (consisting of either

opaque or transparent pixels). If more complicated masks are required, then the

square root of the desired amplitude function must be implemented on the mask.

Any types of phase coding must account for the double phase delay incurred by

a second pass through the mask. The optical signal at the encoding plane is

the Fourier transform of the input pulse; thus, the encoding mask must be the

Fourier transform of the desired code. The output of the system is then given

by equation (2.14).

The encoded optical pulse is transmitted along a fiber optical link. XVe as-

sume that any further chirping due to this transmission may be accounted for.

An optical receiver and decoding scheme for this signal is shown in Figure 2.10.

The optical signal is passed through a grating pair, which spatially separates the

frequency components without affecting the encoded signal. The grating pair

is now separated by twice the distance provided at the encoder, to account for

the double chirp rate. This spatially dispersed signal is then passed through the

complex conjugate of the encoding mask, .1M*(Jf). Multiplication in the trans-

form domain is equivalent to correlation in the time domain. If the decoding

mask matches the signal modulation, a correlation peak will be observed. Oth-

erwise, the outpuit will resemble random noise, since the cross-correlation of two

dlifferent codes is near zero. The optical signal passes through another grating
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pair to compress the spectra before detection. The correlation receiver design is

greatly simplified in the transform domain. Spread spectrum coding techniques

at optical frequencies can be implemented in this way.

An alternative approach eliminates the second pass through the grating pair

at both the transmitter and receiver. This second pass serves to recompress the

optical spectra spatially prior to transmission, and also doubles the chirp rate.

In the system of Figure 2.11, a lens is placed between the transmission mask

to spatially recombine the spectra. The transmitted signal retains its original

chirp rate, so that the grating spacing at both the transmitter and receiver

may be the same. The receiver design is similar to Figure 2.10; a grating pair

spatially disperses the optical pulse, which passes through a decoding mask. A

lens replaces the second grating pair to compress the spatially distributed pulse

for optical detection. This system would require a nearly "ideal" lens at both the

transmitter and receiver - a lens possessing a large field of view and practically

no chromatic dispersion. Compound lenses of this type are available, although

they are much more expensive than high quality diffraction gratings.

If optical signals in the realm of negative GVD are used, a telescope is in-

serted between the transmitter grating pair as discussed earlier. This system

implements the dual form of equation (2.6), namely

(f(t)e -jat) . •3, = F(w)cJ'3 2  (2.13)

and the transmitter output will be of the form of equation (2.11), with an up-

chirp. A transform domain receiver similar to those described earlier may be

used for this signal.

These systems transmit coded optical pulses in the transform domain, and

decode them in the same manner. For some applications, we may transmit the

temporal form of the coded pulses. For example, Bar-David and Salz [21] have
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described a balanced dual heterodyne detection scheme for phase modulated

signals in the time domain; phase noise is reduced at the expense of amplitude

noise, which is more easily controlled. A time domain transmitter must perform

an inverse Fourier transform of the encoded signal; this may be done using two

grating pairs whose impulse responses are chirps of opposite sign.

A time domain transmitter is illustrated in Figure 2.12, assuming an optical

signal with positive GVD. After passing through the encoding mask, the signal

is passed through a second grating pair whose impulse response is the upchirp;

this inverts the Fourier transform of the coded signal. The system output is

given by:

f(t) re(t) c-J". (2.1)

If the original optical signal is in the realm of negative GVD, the telescope system

must be placed inside the first grating pair rather than the second. The system

output would be the same as given by equation (2.14) with the sign of the chirp

reversed. In this manner, grating pairs with suitable impulse responses may be

used to easily convert between the time and frequency domains.

The received signal is passed through a grating pair whose impulse response is

a down-chirp; this takes the Fourier transform of the received signal. An appro-

priate decoding mask is used as before in the transform domain, and the decoded

signal may be spatially compressed (using either a lens or another grating pair)

for detection. A receiver for negative GVD signals uses the same design, with a

telescope system between the receiver grating pair. In other words, the receiver

impulse response must now become an upchirp in order to Fourier transform the

received signal. There are other possible designs for time domain transmitters

and receivers which do not require the upchirp grating pair, althoulgh they are

generally more complicated [221.



FIGURE 2.12

Q.

Lo

0U0

(Aa

I.-

.L.

Ci



There exists another method for generating optical pulses of arbitrary shape

which is different from the preceding systems [23], illustrated in Figure 2.13. The

pulse shape is controlled by a programmable electro-optic modulator at the sys-

tem input. The optical pulse is modulated and amplified prior to passing through

the spectral rephasing process; a translating mirror is used to control the phase

of the signal. Modulating the pulse before it enters the pulse compression stage

controls the resulting pulse shape and spectral content [23]. The analysis of this

system is similar to our earlier discussion; this method represents an alternative

way to achieve coding of the optical pulses. The electro-optic modulator must

be clocked at a rate equal to the fiber optic cable's data rate may approach sev-

eral gigabits/second, the processing speed would be limited by the electro-optic

modulator (a few hundred megabits/second). This is a disadvantage compared

to systems which achieve real-time encoding using transform domain techniques.

2.5 APPLICATIONS

There are many applications for transform domain processing in the opti-

cal regime. One possibility is a fiber optic communication system using spread

spectrum techniques. Fiber optics represents a secure method of communication

because of its resistance to electromagnetic interference. The high bandwidth

of an optical fiber system may be fully exploited to provide maximum security

by employing optical encoding techniques. The concept of a free space laser

communication system has been proposed; laser signals suffer from degradation

caused by pulse spreading or scattering in the atmosphere. In order to trans-

mit information reliably under these conditions, some form of coding is highly

desirable.

Another application is laser radar systems. A fundamental problem in con-

ventional radar systems is the decrease in returning signal amplitude with range.

Although the problem can be overcome by the use of larger antenna and higher
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transmission power levels, there are practical limits to this approach [13]. Pulse

compression techniques combined with spectral weighting has been used in mi-

crowave radar systems to overcome this problem. By transmitting a chirped

pulse, it is possible to use compression techniques to concentrate the energy of

the returning echo into a detectable signal. Similar techniques would be effective

in laser radar systems, provided the optical pulse spectra is encoded.

A closely related problem is satellite laser range finding (SLR), which in-

volves high accuracy measurements of the range between a ground station and

an orbiting satellite. Such measurements not only provide accurate position

location, but also supply data on areas such as teutonic plate motion and vari-

ations in Earth's rotation rate. A global network of both fixed and mobile SLR

ground stations is currently in use, most notably NASA's Laser Geodynamics

Satellite [24]. A technique using pseudonoise coded laser pulses to improve the

accuracy of SLR has recently been proposed [24], and it has been shown that a

maximum-likelihood receiver for estimating target range is a correlation receiver.

A theoretical analysis, including noise effects for rough and smooth targets, in-

dicates that a 1023 bit pn code yields range accuracies on the order of 1 cm

[24]; this represents another application for our system, since improved accuracy

should result from using longer pn codes.

The coding of optical pulses also has applications in fiber optic code division

multiple assess systems [25]. The scheme uses the excess bandwidth of fiber

optics to map low information rate electrical or optical signals into high data

rate optical pulse sequences. Single-mode fibers are well suited to this applica-

tion. The sequences can be used to achieve random, asynchronous access to a

communication system, free of network control among many users. Each user

of a multiple-access system is provided a unique code. whose cross-correlation

with other system codes is nearly zero. A set of Optical Orthogonal Codes has

30



been developed for this purpose [25]. A coding system which operates at optical

frequencies is essential to such a system.

Because optical transform domain processing is suited to optical transmission

over long distances, it possesses several applications to outer space systems. The

Strategic Defense Initiative Organization has expressed a need for the transmis-

sion of high intensity, short d .-ation laser pulses. This problem is analogous to

a long-range radar system; a similar solution involves generating lower intensity

laser pulses encoded with a frequency chirp. Such pulses could be directed to

a target by reflection from a pulse compression system, producing laser pulses

of shorter duration and higher intensity. Optical transform domain encoding

would be necessary to reduce the sidelobes of the compressed pulse. Smaller

scale pulse compression systems have provided compression factors of 3000 or

more [18]. Systems of this type would be effective if ground based lasers were

used to supply orbital satellites equipped with large mirrors and diffraction grat-

ing compressors. The problems of high energy beam propagation through the

atmosphere could be minimized by the use of optical transform domain coding.

gigawatt optical pulses of a few hundred microseconds duration.

Another space application involves a proposal by NASA to develop a laser

powered single stage-to-orbit spade vehicle by the twenty-first century [26,27].

This vehicle, the Apollo Lightcraft, would receive its power from a remote laser

source and requires gigawatt optical pulses of a few hundred microseconds du-

ration. To realize efficient transmission of the optical power beam, transform

domain encoding could be used.

We may implement the optical coding system in a compact format for

telecommunications or optical computing applications. The entire system could

be realized in an integrated optics configuration as illustrated in Figure 2.14. A
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surface waveguide could generate the same type of frequency chirps as an opti-

cal fiber; the same amount of chirping might be achieved by a short segment of

properly doped surface waveguide. The use of surface waveguides is pulse coin-

pression has already been investigated [18]. The waveguide can also be designed

as the delay line media between the two diffraction gratings. Gratings could

be realized using acousto-optic or electro-optic methods. Both effects can ex-

ist simultaneously in a piezoelectric crystal resulting in an acousto-electro-optic

diffraction grating, which has advantages over applying either effect separately

[29]. Since all of these methods modulate the diffracted light, they could be

used to generate masks for transform domain encoding. Electro-optic modu-

lators have been used [23] to modulate optical signals before performing pulse

compression, and the design of prism delay lines for semiconductor lasers has

been proposed [17]. As the technology of optical pulse shaping continues to

develop, the use of integrated optics will become increasingly important.

2.6 CONCLUSIONS

We have described a system for implementing spread spectrum communica-

tion techniques at optical frequencies. The frequency encoding is achieved by

a modified optical pulse compression system using transform domain processing

techniques. This system is available to exploit the high bandwidth of optical

communication systems; different optical implementations may be realized. Ap-

plications include improved fiber optic code division multiple access, free space

optical communications systems, laser radar, integrated optical systems, and

space applications such as NASA's Apollo Lightcraft project.
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Chapter III

Optical Controller for Adaptive Phased Array Antennas

Using Neural Network Architecture

Casimer M. DeCusatis and Pankaj K. Das

3.1 INTRODUCTION

Adaptive phased array antennas have received considerable attention as a

means for the detection of a broadband signal in the presence of multiple inter-

ference sources and additive white Gaussian noise [1,2]. If the signal and noise

statistics were completely known, an optimal receiver such as the Wiener filter

could be implemented. When insufficient a priori information is available, an

adaptive processor is required to estimate the required signal and noise charac-

teristics. In order to null an antenna pattern in the directions of narrowband

jammers, the antenna outputs are multipliec, by complex-valued weights which

are computed adaptively. A block diagram of a typical broadband adaptive an-

tenna steering system is shown in Figure 3.1, consisting of M antenna elements,

each with an N-tap delay line. We assume that the antenna elements are equally

spaced.

The iterative calculation of these weights is the underlying problem for an

adaptive phased array receiver, and various algorithms have been suggested for

calculating the optimal weights. The simplest of these algorithms is the gradient

steepest descent (GSD) procedure, in which the receiver perturbs each weight

by a small amount and calculates the gradient of the output with respect to

the perturbation [1]. Although this procedure is very robust and simple to

implement, its performance is generally inadequate for most practical broadband

nulling applications. A more useful approach involves iterative adjustment of the

weights to minimize the mean squared error at the system output. This least

mean squares (LMS) algorithm provides improved performance over GSD, and
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has been widely implemented in practical adaptive antenna systems [1,2]. The

block diagram of Figure 3.1 could be used to implement the LMS algorithm; the

received signal at each antenna element is given by:

x(t) = s(t) + I(t) + n(t) (3.1)

where s(t) is the desired signal, I(t) is the interference, and n(t) is additive white

Gaussian noise. In general, both the received signal and the weights will be

complex values. Delayed versions of the signal are multiplied by the antenna

weights, then summed to yield an estimate of the signal:

=(t) = ZEZW.nnXm(t - nT) (3.2)
M N

where the variable t represents discrete time. The processor forms an error signal

which represents the difference between this estimate and a reference signal, r(t),

which is an approximation of the desired array output,

e(t) = ý(t) - r(t) (3.3)

The weights are then updated by the algorithm:

Wmn(t) = Wmn(t - 1) + qe(t)xm(t - nT) (3.4)

where the constant 77 represents a fixed gain factor, chosen to insure convergence

of the procedure; it is also known as an "acceleration parameter" because it

affects the rate of convergence [1,2]. Iterative processing continues until the

error signal is minimized, at which point the weights are nearly optimal and the

receiver output represents the best possible estimate of the desired signal.

Even more powerful techniques may be employed, including recursive least

squares (RLS) processing which estimates the correlation matrix and its inverse

for the received signal plus nuise and interference at each antenna element [3].
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Implementations of RLS tend to be extremely computation intensive, however;

LMS thus represents an adequate compromise between algorithm complexity

and performance for most applications.

In the following paper, we show that the LMS algorithm implemented with

the receiver of Figure 3.1 may be viewed as a special case of the perceptron

neural network model. By including more adaptive weights in this system, the

antenna controller can be realized as a two-level perceptron; this is expected to

improve adaptive nulling performance, particularly for broadband interference.

The perceptron weights are updated by the back propagation algorithm, which is

a generalized form of LMS [4,5]. We will develop the neural network analogy and

suggest an optical implementation for the two-level perceptron. First, however,

we must address the question of whether optical control systems are practical for

adaptive antenna systems. This will be done in the following section, where we

briefly review various adaptive controllers which have been implemented using

existing technology.

3.2 OPTICAL ARCHITECTURES and TECHNOLOGY

Because calculation of the receiver weights requires high speed and parallel

processing of wideband signals, several optical architectures have been proposed

to implement adaptive null steering. The optimal weights for an adaptive re-

ceiver may be found as the solution to a matrix-vector calculation, which requires

the inverse of the covariance matrix for the received signal plus interference.

This is known as direct matrix inversion (DMI); it can be realized by imple-

menting the Richardson algorithm on an optical matrix-vector processor with

electronic output feedback [6]. The basic optical system design is well known; a

programmable mask such as a liquid crystal television may be used, as well as

a linear array of laser diode sources and photodiode detectors. Various schemes

for optical manipulation of the complex weight values have been proposed; if a
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sufficiently coherent laser source is used, both amplitude and phase information

of the optical signal can be preserved, and complex values may be represented di-

rectly. Otherwise, some form of coding or pre-processing of the data is required,

since the optical intensities are restricted to real, positive values.

However, forming the covariance matrix may be a significant computational

problem, and the DMI routine functions poorly if this matrix is ill-conditioned

or singular. An alternative is the correlation cancellation loop (CCL), which

performs the equivalent function of DMI. This process requires a programmable

finite impulse response (FIR) filter capable of changing its transfer function in

response to prevailing conditions at the receiver. Typically, the filter must adapt

in order to minimize the correlation between the input and a residual error sig-

nal, which represents the difference between the received signal and the filter

output. A particular realization of the CCL uses a transversal filter architecture

with feedback to form an adaptive linear predictor; this design has been investi-

gated by Vander Lugt [7] using an acousto-optic cell as an optically tapped delay

line. Psaltis and Hong have also realized the CCL [8] for two-dimensional signals

as an adaptive matched filter using bulk acousto-optic convolvers and correla-

tors. This implementation requires a desired reference signal to be available at

the receiver. If this is not practical, the system may transmit a known pilot

signal to calibrate the receiver weights. Casasent et. al. have implemented a

similar design [9] based on an adaptive acousto-optic FIR filter with a separate

system for optical feedback. For many optical null steering systems, heterodyne

detection of the optical signals is required to achieve the necessary degree of ac-

curacy; this realization used a Mach-Zehnder interferometer to derive the optical

reference beam.

The preceding systems illustrate the feasibility of optical processors for adap-

tive null steering applications. Their high processing rates, broad bandwidth,
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and inherent potential for two-dimensional processing make optical systems well

suited for this application. In addition, it has been shown that practical adaptive

processors may be realized with e-isting optical technology. For example, recall

that in order to null wideband interference a transversal filter is required at each

antenna output. This may be realized by using the antenna output to drive an

acousto-optic (AO) cell, illuminated by a coherent laser source. The AO device

acts as an optically tapped delay line, with the modulated output light repre-

senting delayed versions of the input signal. The use of AO tapped delay lines

has been reported previously [7] for adaptive receiver implementations. This

approach yields a continuously tapped delay line, which is an advantage over

discrete electronic implementations where the tap spacing is inversely propor-

tional to the bandwidth of the interference [1]. This makes it very difficult to

realize discrete tapped delay lines to null broadband interference.

By contrast, multi-channel AO Bragg cells have been demonstrated with cen-

ter frequencies near 1 GHz, several hundred MHz bandwidth, and linear dynamic

ranges approaching 60-70 dB [9]. This eliminates the need for frequency down-

conversion circuitry at each antenna tap, and simplifies the optical architecture.

Up to 64 channels have been demonstrated in GaP multi-channel AO devices,

with up to 128 channels in TeO 2. [10]. Other types of optical modulators such as

electro-optic devices may be incorporated into many of these systems, and hybrid

optical/electronic processors using heterodyne detection have demonstrated the

equivalent of 10-bit digital accuracy [9]. Thus, it is feasible to construct optical

processors for practical adaptive antenna systems using currently available tech-

nology. Most of the systems proposed to date have employed some variation of

the LMS algorithm; in the following section, we propose a new approach based

on the perceptron neural network.
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3.3 PERCEPTRON IMPLEMENTATION

Perceptron neural nets have been investigated by Rumulhart et. al. [5]

as a robust mnns of recovering signals embedded in high levels of noise and

interference. It was first shown by Widrow [11] that a tapped delay line with

adaptive weights could be realized as a single perceptron neural network. The

basic structure of a perceptron is illustrated in Figure 3.2. Each neuron is a

simple processing unit which is interconnected with every other neuron in the

network. An individual neuron receives weighted inputs from other neurons,

as shown; these values are summed and applied to a thresholding function. An

additional input with a preset, constant value may be used to bias individual

neurons, as shown; this bias value may also be computed adaptively, in the same

manner as the connection weights. The simplest possible threshold is a step

function, for which the neuron generates an output signal only if the weighted

sum of the inputs exceeds a preset level. Other types of thresholds, such as

linear relations or sigmoid functions, are also possible. The perceptron "learns"

to recognize a corrupted input signal by adaptively updating the interconnection

weights based on the error between the network output and a desired reference

signal. Weights are updated by the back propagation algorithm, to be discussed

shortly. Perceptrons may be constructed as a layered, feed-forward network as

illustrated by Figure 3.4; each layer receives input only from the immediately

preceding layer. Although more complex networks may realize a larger number of

associations, it has been shown [4] that using more than two to three layers does

not significantly improve the noise suppression characteristics of the network.

A signal flow diagram for the typical LMS adaptive antenna receiver is shown

in Figure 3.3, along with the diagram of a two-level perceptron network. By com-

parison of the two, it is apparent that the current receiver design is equivalent
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to a perceptron with the following limitations. First, the inputs are not con-

nected to every summing junction in the second layer, while the perceptron is

fully interconnected. Second, the weights between the first and second layers

have been held fixed at one, while the perceptron adapts these weights as well.

Finally, the perceptron uses some type of thresholding function to operate on

the summed weights, which is not present in the antenna receiver. By remov-

ing these restrictions, it is possible to realize an adaptive phased array antenna

controller using a two-level perceptron neural network.

In conventional antenna systems, both the signals and weights are in general

complex valued. For simplicity, we assume a quadrature phase shifter at each

antenna output to separate the reai and imaginary parts of the incoming signal,

as illustrated by Figure 3.4. In this manner, the perceptron can function with

strictly real weights, which may be either positive or negative depending on

whether they excite or inhibit a given interconnection in the network. We may

also use a sigmoid thresholding function in the network, to allow for continuous-

valued rather than binary outputs. This threshold takes the general form [4]:

f 1 (3.5)
1 + e-(x--)

where 3 is a constant. The sigmoid is also continuously differentiable, a necessary

condition for the back propagation algorithm which updates the interconnection

weights; the following review of this algorithm follows the development of refer-

ence [4].

Back-propagation is an iterative gradient algorithm designed to minimize

the mean square error between the actual and desired perceptron outputs. In a

multi-layer network the weights are updated recursively, starting at the output

layer and working backward through the hidden layer to the input. For simplic-

ity, we consider only the case of a two-layer network, as illustrated by Figure
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Figure 3.3. Architecture for 2 antenna, N-tap LMS receiver and typical LMS
controller and two-layer perceptron.
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FIGURE 3.4
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3.4. The weights are updated according to:

wi,(t + 1) = wij(t) + 77AJ Xi

Wjk(t + 1) = wjk(t) + rjAkxJ (3.6)

where wi, is the weight from node i to node j, Wjk is the weight from node j to

node k, 77 is a convergence parameter as presented earlier for the LMS algorithm,

xi is an input to the network, and xj is the output of node j (the hidden layer).

The error term at the network output, Ak, is given by:

Ak = Y(1 - yk)(rk-- Yk) (3.7)

where rk is the desired reference signal for the kth output neuron, and Yk is the

actual output of the kth neuron. For the system shown in Figure 3.4, there is

only a single output (k = 1). After the weights to the output layer have been

updated according to equation (3.7), the new weights are used to calculate the

error term for the previous layer according to:

A, = x,(1 - x,) E AkWjk (3.8)
k

where the sum is taken over all nodes in the layer above the output. In this

manner, the algorithm works back to the first set of input weights until all

the network weights have been adjusted. Iterative processing continues in this

manner until the weights converge to their optimal values and the error term

has been minimized. A more detailed treatment of the algorithm has been given

in reference [4]; it has been shown that faster convergence of the network may

be obtained if a "momentum term" is added to the weight update equation; this

may be written in general as:

w1,(t + 1) = w,j(t) + 77Ajx + o(wij(t) - wj(t - 1)) for 0 < a < 1 (3.9)
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We have used a two-level perceptron with eight inputs, six neurons in a hidden

layer, and one output neuron to simulate an adaptive antenna as shown in Fig-

ure 3.4. This perceptron must compute 54 adaptive weights, versus only 8 for

the conventional adaptive processor. Although the perceptron receiver requires

more weights to be computed, it should provide improved performance over the

LMS algorithm because of the additional degrees of freedom in the adaptation

process. This is especially important in the case of wideband interference can-

cellation. By using an optical architecture to realize this system, the additional

weight calculations may be performed in parallel so that overall processing time

is expected to be at least comparable to existing systems. Total processing time

depends on both the time required to update the weights and the number of it-

erations until convergence; thus, if back propagation converges in few iterations

than LMS (because of the additional weights), the complexity of the weight

updating may be offset.

In order to demonstrate proof of concept, we have simulated the response

of a two-element adaptive antenna as illustrated by Figure 3.4. Each element

has a two-tap delay line, and we separate the received signal into its real and

imaginary components as shown. This provides a total of eight input signals for

the neural network adaptive processor; we have chosen six neurons for the hidden

layer, followed by a single output neuron. We have simulated the behavior of

the perceptron shown using the software package Brainmaker version 3.02 from

California Scientific Software [12], running on an IBM PC-XT. This program

implements the back propagation algorithm with smoothing as given by eq. (9)

with a = 0.9 and 71 = 1.0. We used a sigmoid thresholding function to train

the network as given by eq. (5) with /3 = 0. These are default values set by

the program, and may be adjusted in future simulations. The output of the
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perceptron network, y(t), is given by:

yMt = f (Zwi'tf (ZuVzi(t)Xz(t)eY3' - C) C3))(.0
)c2

where the thresholding function f(x) is a sigmoid, 3' is the square root of -1, and

the constants ci and cj represent a fixed bias applied to each neuron. The neuron

bias terms are also computed adaptively; they are treated as connection weights

from auxiliary constant-valued inputs [4]. We assume antenna spacing of one-

half wavelength (at the signal center frequency) so that a signal or interference

incident at some angle with respect to the antenna normal will experience a

phase shift given in equation (3.10) by:

e.10' wher6 -r I + isin9 (3.11)

Neglecting the sigmoid function, the array factor for this network is given by:

and the gain pattern, G(O), may be calculated from:

G(O) = 10 log(IA(O)12 /M) (3.13)

where M is the number of antenna elements (for our case, M = 2). This result is

valid when the system operates within the linear region of the sigmoid function,

near the origin, or when a linear threshold is used with a trained network.

We have considered the test case of a sinusoidal input signal at frequency wL

incident normal to the array, and a sinusoidal jammer at a different frequency W2

incident at an angle of 30 degrees with respect to the array normal. Thus, both

the signal and interference are narrowband for this case; while this is sufficient

to demonstrate the concept, we expect the true advantage of perceptrons to be

in the case of broadband interference and multiple janimers. Both the signal
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and jammer powers were normalized to one for these simulations. The signal

amplitude is assumed to be digital (either 1 or 0 in amplitude) while the jammer

amplitude remains constant. Under these circumstances, our system must satisfy

the condition [13]:

(w 2 -wi)T= . (3.14)

where T is the delay as defined in Figure 3.4, although the values of wl, W2 and T

are not otherwise restricted. A complete theoretical treatment of this adaptive

antenna problem is given by Milstein [13].

The Brainmaker program allows for the addition of white Gaussian noise

with zero mean and adjustable variance. Initially, we trained the network in

the absence of noise to null the antenna pattern in the direction of the jammer;

results are shown in Figure 3.5. The null is just over 33 dB down from the

normal look direction; this compares favorably with the conventional adaptive

solution for a two-element, two-tap antenna [6,14]. The weights were allowed

to adapt until the network output had converged to the desired reference signal

with a tolerance of 0.1; by allowing the network to iterate further, we obtained

convergence to within a tolerance of 0.025, although the antenna pattern of

Figure 3.5 remained virtually unchanged. While maintaining a tolerance of 0.1,

we then supplied noise of variance 0.10, 0.15, and 0.20 while allowing the weights

to adapt. We attempted to prevent the perceptron from becoming "stuck" in

a local minima during optimization by training the network several times; the

final weights were acceptable only if the network converged to the same result

on three successive trials. The resulting antenna patterns are given in Figure

3.5, and illustrate how the notch depth is degraded by the presence of increasing

amounts of noise.

Although neural networks have been the subject of active research, many

aspects of their performance have yet to be investigated. For example, the
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FIGURE 3.5
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Figure 3.5. Perceptron receiver antenna pattern for different input noise levels.
Gain-versus-angle graph and data table. Threshold = 0.10.
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choice of the number of neurons for the hidden layer is somewhat arbitrary, and

must be optimized for any given problem [4]. As a first effort in this area, we

have considered the effect of including ten neurons in the hidden layer, rather

than six. Note that this system uses more hidden neurons than there are input

signals; a comparison of the six and ten neuron systems without noise is shown

in Figure 3.6. Including more hidden neurons improves the notch depth by only

a few dB; it may be possible to reduce the number of hidden neurons below

six and still maintain satisfactory performance. However, these results are for

a two-element, two-tap system with narrowband interference; inclusion of more

antennas and taps will increase the number of weights, and enable the system

to suppress wideband noise as well, This is a subject of continuing research.

All of the weights used in these simulations were computed to three decimal

places; we have also investigated the effect of reduced accuracy in the weights.

As shown in Figure 3.7, there is essentially no change in the array pattern when

the accuracy of the weights is reduced from 3 decimal places to 2 and finally

to 1. Conventional adaptive algorithms exhibit this same robustness to weight

accuracy for the two-element case we are considering [14]; however, these results

demonstrate that the perceptron model could be realized with low accuracy

optical processors and still yield adequate performance. Eventually, it may be

possible to realize a more complicated neural net whose weights need only be

either 1 or 0; such a processor would be extremely well suited to optical imple-

mentation, and would offer distinct advantages over the analog systems currently

in use. The Brainmaker program also provides the capacity to introduce noise

in the weight values themselves to simulate inaccuracies in the system; this will

he an area of future research.

Note that a conventional adaptive antenna using the LMS algorithm is es-

sentially equivalent to a single layer perceptron with one output neuron [11].
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FIGURE 3.6
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Figure 3.6. Comparison of antenna patterns for six and ten hidden neuron
systems. Gain-versus-angle graph and data table.
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FIGURE 3.7
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Figure 3.7. Perceptron performance for different weight accuracies. Gain-versus-
angle graph and data table.
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Thus, we may use Brainmaker to simulate the Widrow-Hoff solution with such

a network. Figure 3.8 illustrates the results for this case when the Widrow-Hoff

network is trained with various levels of Gaussian noise. Note that a single layer

perceptron is a particularly straight forward way to generate the Widrow-Hoff

solution, without directly inverting the signal correlation matrix. For compari-

son, the performance of our multi-layer perceptron for different noise levels was

shown in Figure 3.5; for this test case, the results are always equal to or slightly

better than the Widrow-Hoff solution network, as expected [14].

3.4 OPTICAL ARCHITECTURES for the PERCEPTRON

There has recently been a revival of interest in the optical realization of neural

networks. Adaptive optical processors which realize the Widrow-Hoff algorithm

have been implemented [15]; in addition, the first optical realization of a single

perceptron was performed by Psaltis et. al. [16]. A volume hologram stored

in SBN:6OCe was used to store the interconnection weights; two-dimensional

optical input patterns were presented to the system using a liquid crystal televi-

sion as a spatial light modulator. The optical output was summed by a lens and

monitored by a photodetector; the weight updates were calculated by a digital

computer using the photodetector signal. This paper also defined a means to

update the weights by using the photorefractive response of the material; the re-

quired updates were written directly over the stored volume holographic weights.

This concept has recently been used by Paek et. al. to realize an optical percep-

tron with multiple output states [17]; such a device has potential applications as

a multi-level classifier. Multi-layer perceptrons using phase conjugate mirrors

for optical error feedback have been proposed by Psaltis et. al. [18]. Addition-

ally, the use of photorefractive volume holograms in conjunction with adaptive

acousto- optic filters has been investigated by several authors [19,20,21].
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FIGURE 3.8
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Figure 3.8. Widrow-Hoff simulation at different noise levels. Gain-versus-angle
graph and data table.
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One possible implementation of our system is based on an extension of this

technology, as illustrated in Figure 3.9. Interconnection weights for each layer

of the perceptron are stored in volume holograms by the photorefractive effect.

The corrupted antenna signals are used to modulate an array of AO cells, which

are addressed by a laser diode array (diodes with a 60-70 dB dynamic range are

available which operate at high modulation frequencies [9]). This generates the

necessary delayed versions of the signal; these delayed signals are spread by a

cylindrical lens over a photorefractive volume hologram, which contains the in-

terconnection weights. The modulated light from the first hologram is summed

by a lens system and focussed to a photodetector; the detector signal may be

processed electronically to provide the necessary thresholding operations. The

thresholded signals are used to drive a second laser diode array, which addresses

the second hologram. The modulated light output is summed, thresholded and

detected as before to yield the network output. At this point, we introduce the

electronic reference signal to calculate the error term. The calculation of the

error terms may be performed either electronically, or optically as described by

Psaltis et. al. [8,18]. The hologram weights are updated using the photorefrac-

tive effect; a separate laser array writes the weight corrections directly over the

second volume hologram. These updated weights, in turn, are used to calculate

an update for the previous layer, as discussed earlier; this hologram is overwrit-

ten in a similar manner. The processor iterates in this manner until the weights

converge; although back propagation introduces some delay in the updating pro-

cedure, this effect should be minimal if dedicated electronic hardware or optics

is used. The most computation-intensive portion of the algorithm is performed

by the optical system. In addition, optics is used to realize the large number of
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interconnections required by a true perceptron model; because of these two rea-

sons, it would be difficult to implement this algorithm efficiently without using

an optical processor.

Another possible implementation involves using acousto-optic (AO) or

electro-optic (EO) devices to represent the weights; suitable devices are avail-

able, as discussed in a previous section. The proposed architecture is illustrated

in Figure 3.10; the operating principle is similar to the volume holographic im-

plementation, except that the weights are presented on an array of AO or EO

cells. The updating procedure no longer requires a separate laser array to over-

write the volume holograms; instead, the AO or EO devices can be modulated

directly by the feedback electronics. This could improve the update time, which

was limited in the previous case by the write time of the volume holograms.

Both architectures may require heterodyne optical detection to obtain the

required accuracy of the weights; it has been shown [22] that such detection can

improve performance by 15-20 dB. This is particularly convenient to realize with

the second design using EO devices to represent the weights; by applying an AO

signal simultaneously to the EO device, we may generate a second diffracted

beam with a frequency shift. This type of acousto-electro-optic (AEO) interac-

tion has been reported [23] as a means for internal generation of reference beams

for heterodyning, eliminating the need for an external optical path as required

by some other architectures [9]. The use of internally generated reference beams

provides for a more rugged device, which is less sensitive to misalignment and

vibrations.

In the future, optical adaptive processors could represent an important al-

ternative for broad bandwidth communication systems subjected to multiple

interference sources or a single source with multipath echoes. For example, cur-

rent research efforts are considering a long range, line of sight spread spectrum
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FIGURE 3.9
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FIGURE 3.10
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system covering approximately 300 MHz bandwidth centered around 1 GHz. An

electronic adaptive processor would require a discrete tapped delay line with tap

spacing of less than 4 ns; the taps would probably be required to all accuracy of

less than 1 ns. An adaptive receiver would not only have to protect the entire

bandwidth, but is required to adapt within about 1 ms to accommodate high

signaling rates. Additionally, the long range communication requires a dynamic

range approaching 70 dB; the presence of multipath interference or multiple in-

ter. rence sources requires high resolution in the antenna gain pattern (deep,

narrow nulls in the angular steering response). These requirements for a typical

future communication system can best be realized using optical processing; con-

tinuous tapped delay lines meet the resolution requirements, while high speed,

parallel processing is required to maintain effective communication rates. Given

these requirements, optical components are expected to play an important role

in the adaptive control of future wideband communication systems.

3.5 CONCLUSIONS

There is a strong analogy between conventional adaptive phased array an-

tenna controllers based on the least mean squares algorithm and the two-level

perceptron neiiral network. We have proposed an adaptive antenna controller

based on a perceptron; antenna weights are updated using the back propagation

algorithm, which is a generalized form of least mean squares. By introducing

additional adaptive weights at the receiver, improved performance is expected

for a broadband interference suppression system. A proposed system design is

given which could be realized using conventional optical technology; existing op-

tical devices not only meet the requirements of this system, but may be applied

to future wideband communication systems as well.
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Chapter IV

Two-Dimensional Phased-Array Optics

Nickolas P. Vlannes

4.1 INTRODUCTION

Selective control of the phase across the wavefront of light permits modula-

tion of light in its phase wavefront pattern, and consequently the spatial intensity

distribution. With active control of the elements that give selective phase mod-

ulation to an optical wavefront, dynamic phase-only spatial-light-modulators can

be developed that can act to modify only the phase properties of the light with-

out changing intensity patterns, or function as an optical analog of phased-array

radar providing high speed and agile beam control for light. With the develop-

ment of new organic electro-optical materials, new opportunities exist for the

production of phase spatial-light-modulators as controlled phased-arrays.

Light beam modulation by varying the phase properties of light across its

wavefront has been pursued for light beam deflection and modulation using bulk

devices, phase gratings, and controlled arrays. Bulk device techniques were re-

viewed by Fowler and Schlafer [1] discussing techniques that included variable

reflectors [2-5] and refractors [6-17] and birefringent [18-27] and interference

[28-31] deflectors. Phase grating deflectors and modulators are primarily repre-

sented by acousto-optic modulators based on travelling acoustic waves [30-33], or

electro-optic modulators formed using interdigital electrodes [34]. These phase

grating techniques primarily rely on Brillouin scattering usually in the form of

Bragg, Raman-Nath or Debye-Sears interference interactions. The basic con-

cepts and applications of these devices are discussed in references [30] dhrough

[35], and presently form the basis of most nonmechanical deflection aod modu-

lation schemes. The third approach is the development of arrays of controllable
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elements. Each element controls the phase of light that propagates through that

element. Light that leaves the element then forms an interference pattern in

the far field with the light from other elements. It is to the development of

phased-arrays that this paper is addressed.

4.2 PHASED-ARRAY THEORY

Phased-array systems are based on the interference effect of radiating ele-

ments as light emerges from the elements and subsequently diffracts. For this

discussion, two planes are specified in Figure 4.1 which also defines two coordi-

nate systems. One of the planes and coordinate systems specifies the geometry

of the array (xa,ya,,z), and the other plane is a parallel plane and coordinate

system that specifies the location of an observer (x,, yo, z). The origin of z is in

the (xa,ya) plane. Individual elements are not shown in Figure 4.1, and it is

assumed that the elements are coplanar. The light that emerges from the radi-

ating elements is assumed to be monochromatic and have the same polarization.

The electromagnetic field distribution of the light, in amplitude and phase, is

specified by the function IP. The field distribution at the array plane is given as

Ta, and at the observation plane as qi!o. The relation between TP, and %Po is given

by the Rayleigh-Sommerfeld theory [36] as:

I '(X 0 ,Y.) = h(xo,yo;xa;Ya) Ta(xiYa) dxadya; (4.1)

where,

i exp(-ikroa) (4.2)h (xo, y,;X a; y) = _X CO (ioa(42

A is the light wavelength, k is the magnitude of the propagation vector (k 27/A);

r,. is given by:

r., = /ýZ + (Xo - Xa)2 + (Yo - Ya) 2' (.3)
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FIGURE 4.1

Xa x0)

//T a0 oa 0  a

Ya

Figure 4.1. Array plane and observation plane. Array plane Cartesian coordinate
system (xa,,,,z = 0). Observation plane Cartesian coordinate system (X0 ,yo, Z
zo).
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and is the distance between the observer and a point in the array plane; and the

term:
Csh' °- ) (4.4)

ITo- Tl

The vector F, is the position vector of a point in the array plane with respect to

the origin of the array plane coordinate system, and T, is the position vector of a

point in the observation plane referenced to the origin of the array plane (Figure

4.1). h is the unit vector normal to the array plane and oriented as shown in

Figure 4.1.

Equation (4.1) is applicable to near-field and far-field calculations. Generally,

equation (4.1) is approximated in the Fraunhoffer diffraction regime which relates

'Io to IP'a via the Fourier transform of %F,,, 71,a]:

'I 0 (oYo =$exp(-Zikz)exp [2z~x + ~]jIXa, Ya)] (4.5)

with,

Yf'(Xa if) = JJIaXa x ~(XoXa + YoYa)] d~adya, (4.6)

let

jXo. = .O (4.7)

and equation (4.6) can be rewritten as:

F1q'a(X.,ya)]- = f 'Ta(xa,yYa) exp[i27r(f~x, + fvy,,)dXadYa (4.8)

'Po represents the field distribution at (xo, yo, z); however, the measureable quan-

tity is the intensity distribution, I, which is related to T. In this discussion, 'P

is normalized so that:

I I I'p 2  
(4.9)

and thus,

Io = I'=ol 2  
- j a'• 12 / A2Z2  (4.10)
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IPD is composed of the contributions of each of the radiating elements. Each

element adds a field distribution function O.,(xa(,ya) to T'. The subscript n of V',

indicates the field distribution of the nth element. %P'n and the Vn are related

by:

v (4.11)

Consequently, •IF, can be represented as:

• k
T.o(Xo, Yo) = exp(-ikz)exp 12- ( yo) 1-t7an(xa,ya)]; (4.12)

and the intensity Io can be expressed as:

1 = -A2 1i T ] (4.13)

Each ?lan consist of a magnitude, An(X,,y,,), and phase, 0,(Xa,Ya) which are func-

tions of xa and Ya. The relation among these terms is:

OIan = An(xa,ya) exp[ien(xa,,ya)], (4.14)

Equations (4.1) through (4.14) provide the theoretical basis for phased-array

optics. A discussion of several elementary examples of phased arrays ensues.

The arrays are restricted to vary in one dimension, xa, and uniform ill ya. Figure

4.2 shows the one dimensional relation between the array plane and the observer

plane. These simple examples provide basic models for the design of phased array

optical devices that are discussed section 4.5.

The simplest array consists of a single element with uniform magnitude and

phase. Figure 4.3 illustrates this one dimensional case. This element has a

uniform magnitude, a, and phase, p. Vfa is then represented as:

= acw• rect (4.15)
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FIGURE 4.2

Xa Xo

0 fZo

Figure 4.2. X. and xo coordinate axes.
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FIGURE 4.3

aei6

0 -

2"

Figure 4.3. Single element field distribution at array plane, hai.

71



the rect function is specified as:

1, if lxl< 1/2;
rect(x) = 0, otherwise;

A is the position of the center of the element, and 6 is the width of the ele-

ment. Substituting (4.15) into equation (4.5) yields a single element far-field

distribution pattern, ?Po, of:

5-i exp(-ikz) exp [i k(X2o) a6 exp[i( + 2irfA)j sin(rfxb) 1 (4.16)

The intensity distribution of the single element, 10I,

a2 r2 sin(7rfx6) 2 (4.17)lox = Al 2 I- 7r f. b (417

The term f, = x0 /Az permits equation (4.17) to be rewritten in terms of the

normalized variables; 6 = 6/A, a = a/z, and Xo = .o/z; as:

,01 = 10 1
2 = .2ý2 [sin(r6o) (4.18)

Alternatively, equation (4.18) can be expressed in terms of the relation:

tan(O) = xo = io (4.19)z

where 0 is specified in Figure 4.2. Equation (4.18) then becomes:

I'll = IVoI1j2 = 2ý2 [sin( r tan ())] 2  (4.20)L 7rrtan(O) I

As can be seen from equations (4.17) - (4.20), the intensity distribution is

dependent on the distance the observer is from the array plane, z and the position

in the observer plane, xo, or equivalently the angle 0; the width of the element, 6;

and the magnitude, a. The uniform phase • does not contribute to the intensity

distribution for the single element; however, as seen below, ) affects the intensity

distribution of multiple element arrays.
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The second example to be discussed is an array of N elements with equal and

constant magnitude, a; with element width b; uniformly spaced with periodicity,

A; but with different phases W,,, where the subscript n indicates the nth element.

Figure 4.4 illustrates this g,-ometry. If the x, coordinate system is placed at the

center of the array, then the field distribution pattern, q'0 can be expressed as:

'=Ea rect [x- A 6n- +l)/2] exp(i'on) (4.21)
n=1

Applying equation (4.5) gives:

%D T exp(-z) exp [-i9(xO)] exp[-i(27rf.A((N + 1)/2)]°=zz

1in(rf.5) N (4.22)
E] exp[i(Vpn + 27rfAn)]
n=1

If the difference in phase between nearest neighbor elements is a constant,

Vr, = n~o; and SWn - Sn-i = SPo (4.23)

then equation (4.22) can be rewritten as:

~ID, exp(-.ikz) exp [_i±(x2)1 ab [,sin(irf6)] [sin[N(27rfA -+ po)/2)] (
Lo 2z J si*n(27rfA+ 2 (4.24)

The intensity 1o = IoLO2 yields:

JO = a 26 2 [sin(irf.6) 12 [sin[N(27rfxA + poo)/2] ]12
X2 = Z 7r f[ b sin[(27rf.A + vo)/21 (4.25)

or,

10 11 ~ sin[N(2rf.A + Voo)/ 2 ] (4.26)
1 s1n[(27rf.,A + V~o)/ 2 ] I

The intensity I, contains terms that are characteristic of the array and the el-

ements. As seen in equation (4.26), IL has the intensity distribution pattern of

a single element modified by a term that contains properties of the array. The

expressions:
[sin(rfb6) 2 [sin[N(2irf•A + (po)/2]2

f ; 7and [ J3
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FIGURE 4.4

I•L'aI

A (N- -2)A

Xa

Figure 4.4. Array of N elements of equal spatial distribution. Field magnitude
of each element is identical, a. Phase of each element, on is different.
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specify the spatial distribution of the intensity in the xo coordinate direction

in the observer plane. The first of these two expressions is identified as the

element-factor Ej:
ES = "sin(fr6)1 2 (.7Eff r ,b (4.297)

and the other term is the array-factor, Af:

Af sin[N(2~rf~A + 'p.)12] 12 (4.28)[sin[(21rfA + cpo)/2]]

Equation (4.27) is plotted in Figure 4.5(a), and equation (4.28) is shown in Figure

4.5(b) with po = 0. The product of Af and Ef:

= A. E =I [a2b2 (4.29)

is given in Figure 4.5(c). The normalized intensity I has a main central lobe,

with symmetric side-lobes.

If the relative phase term co, is not zero, then A1 is shifted along the horizontal

axis as shown in Figure 4.6(b). Figure 4.6(a) is identical to Figure 4.5(a) and is

reproduced to show the relative shape between Ef and A1 when Va 5 0. Figure

4.6(c) shows I. In this case, the central lobe of I has shifted along xo and

decreased in value, while one of the side-lobes has increased. By controlling

cPo, the intensity pattern can be shifted in space; however, as the magnitude of

(op increases, the side-lobe continues to increase in value until it is of the same

magnitude as the former central lobe, and then becomes the central lobe. If

a single beam is intended with minimum of side-lobes, then the range of cpo is

limited and the resolution of the intensity pattern is reduced. The growth of the

side-lobe is due to the stationary element factor. As the array-factor moves as a

function of p., the multiple lobes of the array-factor are then multiplied by the

stationary element-factor, and the side-lobes increase until a new central lobe is

formed. However, if the element-factor can also be made to move simultaneously
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FIGURE 4.5

\Ef

N2(a)

Af

(b)

N2

(c)

Figure 4.5. Spatial Patterns, (o = 0. (a) Element-factor, Ef. (b) Array-factor,
Af. (c) Normalized intensity distribution, I.
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with the array-factor, so that the relative spatial patterns of A1 and Ef remain

the same, then I can be made to retain its shape and be moved along x,.

To accomplish movement of the element-factor in x,, the phase terms €, must

have a spatial function in xa that is identical for each element. A simple linear

function x, for 0, will introduce a uniform variable for changing the position of

the element factor. The functional form of 0,, becomes:

€ ,= + --(x, -A[n - (N + 1)]/2) rect x[, - A[n -(N + 1)/2] (4.30)

Figure 4.7 shows this functional form for €. Using this expression in calculating

I, the element-factor becomes:

r -in(irfxb + (Pe) 12
i f (4.31)

Scan be written as:

I sin(rfb6 + ý,)]2 [[sin[N(27rf,-A + ýp°)/2] (432
rfb + ( sin[(27rf.A + p.)12 1(4.32)

Rewriting equation (4.32):

r n(ir6[f,+ Pe-/7rbD])I2 [sznt/V7rA[f, + V/2irA]) 12 (4.33)
I= " [1 f + p/1r]) [ sin(NrA[.f + ýo/27rA]) J

With A > b, a smaller change in We will shift the element-factor by the same

amount for a given Vo. Thus a mechanism exists for shifting both the element

and array-factor, and hence moving the intensity pattern I in space and retaining

the shape of I. Figure 4.8 shows both a shift in A1 and E! that preserves the

shape of I.

Regardless of how the ,lement-factor or array-factor is moved, side-lobes

will remain in the intensity pattern due to the periodicity of the array-factor

which has multiple lobes (Figures 4.5(b) and 4.6(b)). However, for application,

side-lobes are an unwanted characteristic. Side-lobes impede directing optical
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FIGURE 4.6

(a) Ef

fIx
Af

(c)

•~ - f

Figure 4.6. Spatial Patterns, oPo k 0. (a) Element-factor, Ef. (b) Array-factor,
A,,. (c) Normalized intensity distribution, I.
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FIGURE 4.7

On

Vo-"

Vo - ýPe-

A[n - (N +1)/2]) Xa

.1[n -(N + 1/2] 61/2 A[n -(N + 1)/2]-61/2

Figure 4.7. Element spatial phase distribution, O,, as a function of position, xa.
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FIGURE 4.8

Ef

(a)

N2m

(b) Af

N2~

(c) I

A~I
Figure 4.8. Spatial Patterns, io i- 0,y = o06/2A. (a) Element-factor, Ef. (b)
Array-factor, A.. (c) Normalized intensity distribution, I.
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energy at a single target, reduce the angular range, and decrease the number

of resolvable spots. One method of reducing the side-lobes in the intensity

pattern, I is to increase the spacing between adjacent lobes of the array-factor.

This requires decreasing the spacing between emitters at the array plane. This

approach is hindered by the current inability to fabricate center-to-center spacing

between the emitters less than optical wavelengths. The minimum A between

the centers of each element of the array is 6, which yield a minimum of side-

lobe amplitude. Therefore side-lobes can be designed to be a minimum, but will

remain part of the intensity distribution at the observer plane for the emitter

geometry discussed. An alternative approarch for side-lobe reduction, proposed

by Abeles and Deri [37], is to "chirp" the spacing between identical emitters

which changes the array factor. By eliminating the periodicity of the array,

the constructive interference that creates the periodicity of the array-factor is

removed, while the main lobe remains intact. The interelement spacing, -A+,,j

between the j and j + I (j > 1) adjacent elements is given as:

A.+ 1,j = da + co(j - 1) (4.34)

with d, the minimum spacing between elements and cq the chirp factor. With

this spacing side lobes have been reduced to 2.9% of the main lobe [37].

Therefore it is conceivable that arrays with chirped spacing that have an

array-factor with reduced side-lobes, and is scannable in space due to a variable

phase relation (equation (4.23)), can be Cormed. This array pattern can be cou-

pled with elements that have the element-factor that is scannable due to phase

variation across each element (equation (4.30)), and thus produce a scannable

intensity distribution that has a predominant main lobe that is preserved during

scanning and which can be directed.
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As indicated, the above discussion is intended as a reference and background

to the design of phased-array devices discussed in the following sections. This

discussion presents concepts that have been considered for one dimensional scan-

ning devices, and reference [38] presents an evaluation of several of these devices.

With this theoretical basis, a discussion of previous research into optical phased

arrays follows in the next section.

4.3 PHASED-ARRAY MODULATOR BACKGROUND

Phased array modulators that have been fabricated are one dimensional

modulators in that light is spatially varied in only one direction. These de-

vices were initially implemented in electro-optical crystalline ceramic materials,

such as lithium tantalate [39] and lithium niobate [40-43], as platelet and in

diffused thin film devices. More recently, electro-optic semiconductor devices

using GaAs/AlGaAs have been fabricated [44-50, 53]. The electro-optic ceramic

material devices were formed with two primary approaches to device design.

These are the channel devices (Figure 4.9) [39,40] and prism type devices (Fig-

ure 4.10) [42-43,52]. The semiconductor devices have been a multilayer stack in

which each layer contains a planar electro-optical waveguide (Figure 4.11) (44];

a modification of the prism concept as a tuneable lens for a laser diode [45-47];

tuneable twin-stripe channel diode lasers [48,49]; and surface gratings [50,51]. A

brief discussion of these devices ensues.

Channel devices were developed as channel-electrode devices (Figure 4.9a)

[39], and channel-waveguide structures (Figure 4.9b) [40]. The channel-electrode

device uses an array of electrodes deposited on one surface of a platelet with a

common plane deposited on the underlying surface [39] (Figure 4.9a). Each

electrode acts as a separate channel to modulate the phase across the wavefront.

In contrast, the channel-waveguide device utilizes channel dielectric waveguides
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FIGURE 4.9

(a)

CONTROL ELECTRODES

VI V2  V3

ELECTRO-OPTIC PLATELET

COMMON BASE ELECTRODE Vc

(b)

V1 _Vc V2 Vc V3 Vc

ELECTRO-OPTIC
WAVEGUIDE SUBSTRATE

Figure 4.9. Channel array devices as viewed in cross-section. (a) Platelet
channel-electrode structure. (b) Channel waveguides with surface control elec-
trode geometry.
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FIGURE 4.10

TRIANGULAR ELECTRODE

(a) v

COMMON BASE ELECTRODE
Vc

JVI

DOG-LEG G - vc

(b) ELECTRODE

L 2

Figure 4.10. Artificial prism devices. (a) Perspective view of platelet with
triangular parallel plate electrode structure. (b) Top view of surface electrode
geometry with dog-leg electrode.
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formed into the substrate, and an electrode pair for each waveguide deposited

on the surface of the substrate controls the phase of the light in each waveguide.

The prism device is an evolution of the bulk prism devices [9,22,23,49]; how-

ever, instead of an actual prism, the electrodes of the device induce index of

refraction change that simulate prisms. The artificial prism devizes were devel-

oped with two different electrode configurations. One of these is the parallel

plate electrode structure shown in Figure 4.10a [41], and Figure 4.10b illus-

trates the surface electrode geometry [42,43]. The geometry of Figure 4.10(a)

utilizes a platelet with the electrode deposited on the top and bottom surfaces.

Figure 4.10(b) has a planar waveguide embedded in the surface of an electro-

optic substrate, such as titanium diffused in LiNbO 3 [42,43], and the controlling

electrodes are then deposited on the surface over the waveguide. These prism

electrode-structures use three electrodes in which two electrodes act with a com-

mon electrode. Typically, electric potentials of opposite polarity are applied to

the control electrodes (V1 and V 2) against a common electrode (Vc). With the

electrodes applying an electric field in opposite directions for each half of the

structure an increase and decrease in index of refraction occurs inducing a dou-

ble prism. A single artificial prism device can act as a light deflector; however,

the number of resolvable spots for a given deflection angle is enhanced with an

array of prisms [39,52]. Recently a hybrid design consisting of electro-optic grat-

ings and artificial prisms has been developed, in which both techniques are used

simultaneously in beam scanning. These hybrid devices are based on AlGaAs as

the electro-optic material [53].

Both the channel and prism devices were developed with all the elements of

the devices parallel to the surface of the platelets or substrates on which guiding

layers were formed. This permits scanning of light in only one dimension, and

85



for freely propagating light the scan is parallel to the surface of the platelet or

s. ,strate.

Figure 4.11 illustrates the geometry of the planar multilayer stack. Electro-

optical material is sandwiched between electrodes. In the case of the multilayer

semiconductor devices [44] the electrodes are alternately n-type and p-type Al-

GaAs, and the electro-optical material is intrinsic AlGaAs or GaAs. The intrinsic

layer acts as a plan4 - dielectric waveguide in which the index of refraction can

be modified by a potential difference between the two neighboring electrodes.

This geometry permits scanning of light perpendicular to the planar layers.

The twin stripe injection beam steering concept [48,49] utilizes two diode

lasers in close proximity. The phase and intensity of the light in each laser is

modified by the injection current. This type of device is conceivably applicable

to more than two diode lasers in an array pattern, and is an extension of the

channel array.

Grating devices for scanning [50,51] have been developed to scan light in

one dimension. These devices use a fixed grating periodicity, and then vary the

wavelength of light that encounters the grating. The angle at which the beam

emerges from interaction with the grating is wavelength dependent, and as the

wavelength is changed, the beam angle changes to scan the light. These devices

have scan angles of at most a few degrees, and require a variable wavelength

light source.

Figures 4.9, 4.10, and 4.11 represent different methods of light modulation

and structure geometry. Figure 4.9 and Figure 4.11 employ array modulation,

that is ýo is changed and • = 0 (equation (4.33)). Alternatively, the artificial

prism method of Figure 4.10 uses element modulation, p :t 0 and ,;, is un-

changed. Figures 4.9 and 4.10 are single layer coplanar structures which permit
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FIGURE 4.11

v1

v4

V7, OPTICAL BUFFER

-•PLANAR ELECTRO-OPTIC LAYER
ELECTRODE PLANAR WAVEG UIDE

Figure 4.11. Planar multilayer stack. Vi,i 1,..,8 are control electric potentials.
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scanning parallel to the plane of the structures. In contrast, Figure 4.11 is a mul-

tilayer structure with each layer uniform, and the scan direction is perpendicular

to the layers. All of these devices only permit modulation in one dimension, and

none utilize simultaneous element and array modulation. Combining multiple

layers of coplanar structures would permit phased-array control in two dimen-

sions. It is to the development of devices with two-dimensional modulation, that

combines element and array modification, that research has been conducted and

the following sections are addressed.

4.4 PHASED-ARRAY OPTICS - ELECTRO-OPTICAL MATERIALS

Because of the control provided by electric fields, phased-array optics has

been explored with electro-optic materials, and devices have been fabricated with

semiconductors and the crystalline ceramics. Recently electro-optic organic ma-

terials [54-70] have been synthesized that may be applied to phased-array optics,

and be the most versatile in fabricating phased-array devices. This versatility

is based on the low fabrication temperature of electro-optic organic material

(< 2000C) in comparison to semiconductor and ceramic materials, on the com-

parative ability of these materials to adhere to other materials such as metals,

and on the ability to specify electro-optic axes after the material is deposited.

The magnitude of the electro-optic effect in presently known elect, o-optic ma-

terials limits the device design of phased-array optics, and subsequently presents

drawbacks for application of semiconductor and crystalline ceramic materials.

Currently, the strongest electro-optic materials are the crystalline ceramics fol-

lowed by the electro-optic organics. The primary crystalline ceramic that has

found technological application is lithium niobate, LiNbO 3 . Barium titanate has

a larger electro-optic effect [101]; however, bulk single crystal and thin films of

this material do not have the crystalline quality of lithium niobate. LiNbO:j has

an n3 r value of 328 pm/V (picometers/Volt). One of the strongest electro-optic
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organic material is HC-1232 with O3 r = 195 pm/V [68,75]. n is the unperturbed

index of refraction of the material and r is the electro-optic coefficient. ,3 r is the

figure of merit since it represents the quantity that is multiplied by electric field

to calculate changes in index of refraction with an electric field applied, and thus

light phase shift as the light propagates through the material. For both LiNbO3

and HC-1232, in order to induce electro-optic phase shifts of 7r with voltages as

high as 20 volts over 5 microns requires a propagation path of several millimne-

ters to 2.5 cm [71-76]. In order to effect the far field interference pattern of the

array for such applications as beam steering, each element of the array must

be on the order of, or less than, 50 to 200 optical wavelengths of each other,

hence on the order of 50 to 200 microns or less. Thus each array element is an

optical waveguide, and not a planar pixel such as found in liquid crystal displays.

Except for applications in which light is to be confined to a single plane within

the electro-optic material, or is end-emitted from a single plane and diffraf--ts

spatially (Figure 4.9), a three-dimensional stack must be formed with each layer

containing emitting elements. The simplest type of stack is the generic planar

structure as shown in Figure 4.11, and has been implemented in a semiconductor

structure [44]. However, the implementation of this geometry illustrates the dif-

ficulties of working with semiconductor materials and correspondingly ceramic

materials.

In order to fabricate the simple planar stack shown in Figure 4.11, multi-

ple layers of materials must be deposited to form the electro-optic waveguide

layers and the electrodes. Fabrication of crystalline semiconductor or ceramic

layers can require high temperatures (greater than 500'C), high vacuum (10-10

torr to 10-6 torr), low growth rates (one micron per several hours), or com-

bination of these factors [77,78]. High temperatures and low-growth rates are

exhibited by liquid-phase-epitaxy (LPE), molecular-beam- epitaxy (MBE), and
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organo-metallic chemical vapor deposition (OMCVD). The high temperatures

associated with these processes preclude formation of stacks of materials that

do not have similar chemistry. As an example, if materials, such as metals, are

deposited to form electrode-structures for electro-optic control, additional layers

of the electro-optic materials cannot be deposited over the metal without the

risk of destroying the metal patterns due to the high temperature of deposition,

or the electro-optic materials may not grow over the additional materials and re-

tain their properties. This particular problem was addressed for GaAs/AlGaAs

semiconductor stacks grown by OMCVD [44] by forming electrodes from heavily

doped AlGaAs; however, growth rates are slow. High initial vacuum conditions

and continued vacuum integrity of the growth chamber required by MBE or

OMCVD add to the technical complexity of the fabrication process. In the case

of layered ceramic materials, grown by liquid-phase-epitaxy (LPE), the growth

temperatures would destroy any metal electrode patterns, and the electro-optic

ceramics are insulators precluding the electrode technique used with semicon-

ductors. As a result of these drawbacks, the development of phased-array optics

based on electro-optic semiconductors or ceramics is sufficiently uncertain to

warrant consideration of materials that are not limited in the same manner, in

particular the application of organic electro-optic materials.

Organic materials that have been explored and are presently being inves-

tigated include crystalline materials such as 2-methyl 4-nitroaniline (MNA)

[58,59], and amorphous materials that have electro-optic properties induced with

an electric field [60-70]. Though the crystalline organics have exhibited electro-

optic effects that are applicable to devices, single-crystal thin-films and bulk

crystals, on the scale of LiNbO 3 wafers have been elusive. Without crystalline

uniformity throughout a sample, scattering loss prevents device applications that
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are competitive with LiNbO 3. Fabrication of single crystal MNA remains a re-

search area. In contrast, electro-optic materials that are formed by electrically

inducing an anisttropy in polarizable molecules (poling), that are embedded in

a uniform amorphous host to form electro-optic regions, do not require the pre-

cision of crystallinity. Among these types of materials are guest-host [63-66] and

backbone pendant [66-70] polymers. Representative of the guest-host materials

are azo dye Disperse Red I in poly(methyl methacrylate) (DRI/PMMA) [63],

and MNA/PMMA, p-NA/PMMA, PONS/MMA, DCV/MMA. The backbone

pendant type include such materials as PC6S, HC-1238, and HC-1232 [67,68] and

rigid nonlinear materials such as cumulenes [69,70]. None of these materials have

the n 3 r of LiNL0 3, though HC-1232 approaches the LiNbO 3 value, and materials

are being explored to equal and surpass the LiNbO 3 value. An electromagnetic

material property that the electro-optic organics have as an advantage over the

crystalline ceramics is the low-frequency (non-optical) electro-quasistatic (eqs)

dielectric constant (Eqs). Typically, the organic materials have an (,,, on the

order of 4 while the crystalline ceramics have Ceqs values on the order of 40 [63].

Thus modulation rates are increased because of the lower capacitance effects

of the organic materials. A summary of a comparison between Ti:LiNbO 3 and

electro-optic organics is given in Table I. However, further research into the

electro-optic organic materials with improved optical properties of electro- optic

effect, and reduced scattering loss, is required to make these compounds com-

petitive with ceramics purely on an optical material property basis. As discussed

below, devices have been fabricated using the organic materials, and HC-1232

appears immediately applicable to phased arrays.

There is one significant drawback, at this time, to practical device application

of the electro-optic organic materials in all environments. This is the problem

of the electro-optic molecules randomly orienting again due to thermal agitation
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TABLE I

COMPARISON OF Ti-LiNbO 3 and

ELECTRO-OPTICAL ORGANICS

PROPERTIES Ti-LiNbO3 Organics

Electro-Optical
Coefficient, rjk 32 10 - 100
[pm/V]

Index of Refraction,
n 2.28 1.5- 1.7

n 3r [pm/V] 380 34 - 490

Low Frequency
Dielectric Constant ( 40 4

Loss [dB/cm] 0.1 0.2- 1.0
(0.85 -1.3 pm)

Material Processing
Temperature 10000C 150-250 OC

Patterning Difficult Easy (02 RIE)

Materials Integration
Heterogenous Deposition: NO YES
Multilayers: NO YES

Direct Integration
with Semiconductor
Electronics (Si, GaAs) NO YES
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or mechanical relaxation. If the environment that the electro-optically poled

materials are in has a temperature range that includes the glass transition, then

the electro-optic dipoles will randomly orient again. Military specifications (Mil.

Spec. 883c Level 2) require operation temperatures of 1250C and storage of up

to 2000C. These temperatures are in the range of the glass transition tempera-

ture of current guest-host and backbone-pendant polymer materials. Hence the

low temperature of deposition is a boon for fabrication, but a bane for stability.

Also during the fabrication of devices, temperatures of 100°C to 320°C can be

encountered in such processes as fiber attachment, wire bond, hermetic packag-

ing, die attach, and subassembly [76]. Further, particularly in the case of the

guest-host materials, relaxation of mechanical stress caused during the orienta-

tion of the guest electro-optic molecules will also yield disordering electro-optic

dipoles, and hence reduction of the electro-optic effect. Thus for general use,

limitations exist for current organic materials. However, research is continuing

into the synthesis of materials that have rigid nonlinear optical molecules ei-

ther inherent to the structure [69] or which can be induced [71] and meet the

temperature and stability requirements. Further, careful planning of fabrica-

tion can lead to reduced temperature extremes suffered by the materials during

manufacture as suggested in section 4.6. Lastly, devices can have self-test and

monitoring built into the package that can compensate for reduction in material

effects by increasing applied electric fields during operations, and maintaining a

poling field during storage or operation.

At this time the primary advantage that the organics have is the ease of fab-

rication, that permits multilayered devices. Unlike the crystalline ceramics, the

organic materials can be deposited at low temperatures, less than 2001C, and

in the case of the poled polymers room temperature deposition by spin coating
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is available [60-70]. These materials can be applied directly to previously fabri-

cated structures without damaging these structures either due to the deposition

process or chemical interaction. Also, if deposited on metals, the organics will

adhere to metals, and metals can overcoat the organics and remain in place.

Electro-optic properties of poled polymers are created by inducing the align-

ment of electro-optically polarizable molecules that are embedded in a host ma-

terial. The material is deposited on a substrate and allowed to solidify. Initially

the material is amorphous and isotropic optically, and electro-optically neutral.

To attain an alignmcint of the electro-optic molecules, the material is heated

above its glass transition which permits movement of the dopant molecules of

guest-host materials or side-chains of the backbone-pendant variety. Concur-

rently an electric field is applied by either electrodes [63-72] or corona poling

[73], to attain an average alignment of the molecules. As the temperature is

reduced, a preferred orientation of the electro-optic molecules is achieved until

the molecules are again mechanically rigid. This average alignment creates a

uniaxial electro-optic region with direction of the extraordinary axis along the

direction of the poling field. Hence, it is possible to shape the optical charac-

teristics of the electro-optic region, in terms of the magnitude and direction of

the electro-optic effect, and its spatial distribution, by the applied poling elec-

tric field [63-72]. Further, the index of refraction of the extraordinary axis is

higher for the material after poling even without an applied electric field. Thus,

if only a portion of the unpoled polymer is subject to the poling electric field, a

polarization specific waveguide can be formed by selectively poling the material

in those regions that the waveguide is to exist [71,72,74,76].

Organic electro-optic materials have been applied to the development of in-

tegrated optic waveguide devices [71-76]. Devices such as phase modulators,
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"Mach-Zehnder" switches, directional coupler switches/modulators, and waveg-

uide modulators have been developed. These devices have analogs first made

in ceramics and semiconductors. Thus a proof-of-concept base exists for devel-

opment of the two-dimensional phased-array devices using electro-optic organic

materials.

4.5 PHASED-ARRAY OPTICS - DEVICE DESIGNS

Because of the electro-optic properties, flexibility, and processing simplicity

and versatility, of organic electro-optical materials as a fabrication foundation,

designs for two-dimensional phased-arrays can be considered which can be de-

veloped. These properties of the materials permit the multi-element and multi-

layer structures that ensue in this presentation. Devices that can be formed

from single element dielectric waveguides, artificial prisms, and combinations

are described. Fabrication of these devices are discussed in the section 4.6.

4.5.1 PLANAR MULTILAYER STACK:

The simplest design and fabricatable structure is the multiple layer stack of

Figure 4.11. This figure illustrates the multiple levels of control electrode, buffer

region, electro-optic material, buffer region and control electrode in a continual

integrated device. Each sandwich of this combination forms an electro-optically

controlled planar waveguide. The electro-optic material is an organic material

inserted between two buffer layers. The buffer layers can be organic materials,

such as siloxane [71,72], polyimide [79], or parylene [80,81], and must have an

index of refraction less than that of the electro-optical material. If the electrodes

are metal, and hence possess a conductivity, the buffer layers serve the purpose

of isolating the electro-optical waveguide from the metal electrodes to reduce

propagation loss [82-90]. In this configuration, and assuming an electric field

poled electro-optic organic material for the waveguides, the electro-optic dipole
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orientation is perpendicular to the plane of the structure. In order for the light

to be affected by the electro-optic effect, the electric-field polarization of the

light must be parallel to the electro-optic dipoles, and thus perpendicular to

the metal plane and the sides of the planar waveguide. This results in a TM

like mode for this direction of the dielectric waveguide. Metal walls directly in

contact with the electro-optic waveguide can create optical losses on the order

of 30 dB/cm for the lowest order TM mode and higher losses for higher order

modes. This loss is unacceptable for the phased-array devices because of the

need for excessive optical power at the input of the device. The buffer layer acts

to separate the metal from the waveguide. With a buffer layer on the order of

1 pm to 2 pm, losses can be reduced to 0.5 dB/cm to 0.2 dB/cm [82-90]. The

difference in the index of refractions between the buffer layer and the electro-

optic waveguide, the greater the confinement of the light to the waveguide, and

the lower loss from metal wall interactions. Besides metal, conducting polymers

can be used for the electrode material [91,92], and polymers that are conducting

and transparent exist [92]. Transparent conducting polymers could alleviate the

need for buffer layers if the index of refraction of these materials are less than

the electro-optic waveguide. This would improve packing density and simplify

fabrication. Dimensions perpendicular to the plane are on the order of 1 prn to

10 ym for the thickness of the waveguide (d4), 1 ym to 2 prm for the buffer layer

(db), and 0.1 pm to 1 pm for the electrode layers (de). These dimensions are

compatible with the formation of waveguides for near infrared and visible light.

As presented before, the length, L, of the device is the propagation length, and

would fall in the range of several millimeters to 2.5 cm.

As discussed previously, the planar multilayer structure will only permit

wavefront modulation in one-dimension. To have two-dimensional modulation,

an array of channel waveguides needs to be introduced to each layer, thereby
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forming a two-dimensional matrix of emitting elements. Each waveguide is con-

trolled to produce changes in light phase. Phase change may be introduced as

a uniform modification across the channel waveguide as shown in Figure 4.9,

with artificial prisms as represented in Figure 4.10, and combinations of these

two approaches. The ensuing discussion examines designs that incorporate these

various techniques. Figures 4.12, 4.13, 4.14, and 4.15 present channel waveguides

with uniform phase control across each element of the array. Figure 4.16 and

Figure 4.17 present artificial prisms. Figures 4.18 through 4.21 illustrate combi-

nations of channel and artificial prism control that enhances phase modification.

It should be noted that Figures 4.12 through 4.21 are not drawn to relative or

absolute scale.

The uniform channel waveguide method can be approached from two differ-

ent strategies as illustrated in Figures 4.12 - 4.15. Each electro-optic channel

waveguide is individually controlled to create a matrix of waveguides that pro-

duces a flexible phased array. For simplicity of illustration, each figure represents

one horizontal row of dielectric waveguides and control electrodes of a multilayer

stack that is generic to each layer of the device. Figures 4.12 and 4.13 utilize

planar electrode geometry, while Figure 4.15 applies embedded electrodes.

4.5.2 WAVEGUIDE MATRIX ARRAY - PLANAR ELECTRODES:

Illustrated in Figure 4.12, is a geometry for individual waveguide control

with planar electrodes that control each waveguide. The term planar refers to

all of the control electrodes lying in the same plane. Starting from the bottom,

Figure 4.12 shows the cross-sectional structure of the design for each layer with

thickness dimension (a4, i = layer number) as:

(1) common planar electrode (at);

(2) optical buffer layer between planar electrode and dielectric waveguides

(a2);
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FIGURE 4.12
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FIGURE 4.13
TOP CONNECTION ELECTRODES
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Figure 4.13. Coplanar paired electrode geometry. Control electrodes and con-
nection electrodes in same plane. (a) Top view of paired control electrode ge-
ometry. (b) Cross-section view along A-A'.
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FIGURE 4.14
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(3) dielectric waveguide layer (a 3 );

(4) optical buffer layer between dielectric waveguides and control electrodes

(a4);

(5) control electrode layer (a 5); and

(6) insulation layer between control electrodes and common planar electrode

of the following row (a 6 ).

The common planar electrode layer (1) is identical for each row and all are

held at a common electrical potential. This is done to prevent electrical cross-

talk between each row. The optical buffer layers, (2) and (4), exist to reduce

optical loss due to light interaction in the waveguides (3) with the common

planar electrode and the control electrodes (4). The waveguides have a width

w, and is removed from its neighbors by warn. The subscripts n and m indicate

the nWh waveguide (equation (4.11)), and m'h separation region, respectively. The

electrodes have a width t, and separated by a distance f,. The insulation layer

(6) is an electrical insulation between the control electrodes and the common

planar electrode that would be the bottom of the surmounting row.

Dimensions for this coplanar control and connection electrodes design are:

TABLE II

COPLANAR ELECTRODE DEVICE DIMENSIONS

a, - 0.2 pm - 1.0 pm a2,a 4 - 0.2 pm - 1.0 pm a3 - 1.0 pm - 10.0 Am

a5 -- 0.1 pm - 1.0 pm a6 >_ (0.2 pm - 1.0 pm)

e'-5pmn-10 pJm t'_>5 Apm

w" - 1 pm - 10 Jim Wrn -. 1 pim - 10 Jim

The total thickness of a row, a is given by:

a = -ai - 3 m -. 20 Am, (1.35)
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where the subscript i represents the layer number previously specified. The

dimensions L and IV are the total length and width, respectively, of the array,

and are dependent on the electro-optic materials, and function of the device.

Thus no particular numbers are specified. A range of values for 1. was discussed

previously for the multilayer stack, and would apply to this case.

Figure 4.12 shows a uniform geometry in waveguide separation and size,

and is presented for ease of display. The waveguide widths, t,,, do not have to

be identical, and the separation between waveguides, t't,, can also be variable.

Order of magnitude dimensions of 1 jim to 10 Imi for w,, are expected, with

minimum separation between waveguides, ',,1.,, from 1 pint to 10 ltni. For a

chirp spacing between waveguides, as discussed in section 4.2, It,,s is variable,

and depending on the intensity pattern intended in the far-field, w, ' can also be

variable in a row.

Optically, this structure does not present a uniform environment for light

propagating into it. As can be seen from Figure 4.12, the connection electrodes

extend over the entrance, or equivalently the exit, to the waveguide array. The

light entering in the extreme left waveguide propagates through the device under

different conditions than the extreme right waveguide. The light entering the

array and propagating into the left waveguide experiences a uniform electrode

with uniform electrical properties, while the light entering the array and pro-

ceeding into the right waveguide experiences an array of electrodes with varying

electrical conditions. Scattering of light is enhanced by this multiple electrode

environment, as well as nonuniform electro-optic conditions unless the electro-

optic material is confined only to the region identified as the array region. One

technique to compensatr' for this is illustrated in Figure 4.13. This shows a

top view or the structure. Instead of a common planar electrode as part of the
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control electrodes, the common electrode is replaced by an array of control elec-

trodes. Each waveguide is controlled by its own pair of electrodes. As seen in

Figure 4.13, the light entering each waveguide has a more uniform propagation

environment. This uniformity is at the cost of additional layers for each row as

shown in Figure 4.13b. Layers (7) and (8) are added to accommodate the extra

electrodes. Layer (7) separates the common planar electrode from the lower set

of control electrodes, and layer (8) is the control electrode layer. The dimensions

a7 = a,6 and a8 = a5 . Besides the uniformity issue, this geometry adds to the length

of the device. As seen in Figure 4.12, the connection electrodes extend beyond

the end of the control electrodes and hence the phased array. This length is

doubled for the structure of Figure 4.13a. Hence, additional propagation loss

can be expected for this type of device due to increased length. £herefore,

the simplicity of the structure of Figures 4.12 and 4.13 can introduce adverse

propagation conditions for the light. Figure 4.14 illustrates a more uniform and

shorter device design at the expense of layer complexity.

Figure 4.14 shows a technique in which each channel waveguide has its own

independent pair of control electrodes. To change the phase of a particular

waveguide, only the two electrodes for that waveguide are addressed. The planar

electrode structure refers to the p ired control electrodcs lying in planes parallel

to the direction of the row of waveguides. Starting from the bottom of the figure,

this geometry and layer thicknizs (hi) consists of:

(1) common planar electrode (hi);

(2) an electrical insulation layer for electrode separation (h 2 );

(3) an electrical connection layer for external electrical contact (/ 3 );

(4) another insulating electrode separation layer to isolate the connection

layer from the following control electrodes (h 4 );

(5) a plane of control electrode. (h 5 );
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(6) a buffer layer between the electrode layer and the optical waveguides (h 6 );

(7) optical waveguide layer (h 7 );

(8) another buffer layer between the waveguide layer and the next electrode

layer (h8 );

(9) the second plane of control electrodes (hg);

(10) an insulating separation layer between the electrodes and the external

electrical connection layer (hO);

(11) external connection electrodes (h 11); and

(12) an insulating separation layer on the top that would be in contact with

the common electrode of the next row of dielectric waveguides (h 12).

The common electrode layer (1) for each row of waveguides is held at a common

potential to prevent electric field interference between each row of emitting el-

ements. The insulating layer above the common electrode (2) is to electrically

isolate the external connection lines to each of the lower controlling electrodes

(3) from the common electrode. The width of the external connection lines is

t,, and the lines are separated from each other by a distance t,. The external

connection to each electrode must be isolated from the other electrodes in the

vertical direction, and thus another insulating layer (4) is added to accomplish

this. A via is formed in this insulating layer to attach an external connection

to its respective electrode. The first control electrode layer (5) has all of the

electrodes existing in a plane, hence the name planar electrode geometry, in con-

trast to the embedded electrodes of Figure 4.15. Each plane electrode acts as

one terminal of a parallel plate capacitor with the other terminal the electrode

immediately above it. The electrodes are then separated from the waveguides

by a buffer layer (6) to reduce optical loss from contact with the metal of the

electrodes. This buffer layer is transparent and at a lower index of refraction

than the electro-optic waveguides. The waveguide layer (7) consists of channel
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dielectric waveguides. Each waveguide has a width w,, and is isolated from its

nearest neighbors by an optical separation (width ,,sm). With the light uniformly

distributed in the waveguides, cross-talk between the waveguides will not occur,

and if an electric field is applied to the waveguides to change the index of re-

fraction, cross-talk will be further discouraged since any two neighboring guides

will be different. Surmounting the waveguide layer is another buffer region (8)

between the waveguides and the partner electrodes on the following layer (9).

The top electrodes are also electrically isolated from the external connections for

these electrodes by way of an electrode separation layer (10). In this separation

layer, vias are again formed to connect the appropriate external connection to

its electrode. The ensuing layer is the external control connection layer (11) fol-

lowed by the electrode separation layer (12) that is in contact with the common

electrode for the next row of waveguides.

Realizable dimensions for such a structure are summarized in the following

table of range of values:

TABLE III

TWO - LAYER PLANAR ELECTRODE DEVICE DIMENSIONS

hi -~0.1 /am -. 0.5 lim h2 -~0.2 /am -. 1.0 pam h3 , h1 -0.1 pim -- 0.5 pm

h 4, h10 " 0.2 p/m - 1.0 p/m h5, h9 - 0.1 pm - 0.5 pm h6 , h8 - 0.2 pnm , 1.0 tmn

h7 - 1.0 PM - 10.0 pM h12 > 0.2 pm

S- 5 r -- 10prn f, >_ 5 Pm

wn - I /um -- 10 prm w,,n - I /1M -- 10 PaM

The dimensions w,, and w,,m are the same as those discussed for Figures 4.12 and

4.13. The total thickness of a row, h, is determined by substituting h for a, and

hi for a, in equation (4.35):

h - 3 pm - 20 prm
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The coplanar geometry of Figures 4.12, 4.13, and Figure 4.14 permits each waveg-

uide to be addressed individually, and thus control electronics are required for

each w&:eguide. However, because of the small dimensions of w,' and Urm, the

electrode pairs do not form perfect parallel plate capacitors. The electric field

from one electrode-pair can fringe to neighboring waveguides thereby interfering

with nearest neighbors. This is worse for Figure 4.12 with the control electrode

being a common electrode. The degree of fringing is dependent on w,, and u,,

and imposes limitations on this design. Detailed electric field studies that would

characterize the extent of the fringing would need to be done to determine the

extent of the fringing and its interference. However, the fringing can be elimi-

nated, and also optical isolation for each channel waveguide from its neighbors

can be achieved by the use of embedded microstructures.

4.5.3 WAVEGUIDE MATRIX ARRAY - EMBEDDED ELECTRODES:

Figure 4.15 illustrates a single row of the design of the waveguide matrix

array utilizing embedded electrodes. Again, starting from the bottom of the

figure the geometry and layer thickness (t;) are:

(1) separation layer between this waveguide layer and common planar elec-

trode of it lower neighbor (tj);

(2) dielectric waveguide and embedded electrode layer (t 2 );

(3) optical buffer and separation layer between external connection electrodes

and embedded control electrodes (t 3 );

(4) electrical connection layer for external electrical contact for control elec-

trodes (t 4);

(5) insulation layer between the control electrodes and common planar elec-

trode (t5); and,

(6) planar electrode common electrode (16).
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FIGURE 4.15
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The first layer shown in Figure 4.15 is a separation layer (1) that would isolate

this row of dielectric waveguides and embedded electrodes from the common

planar electrode of a lower row. On this separation layer is the waveguide and

embedded electrode layer (2). The embedded electrode geometry has the con-

trolling electrodes of each waveguide embedded in the same layer as the waveg-

uide. This configuration serves several purposes. First, the embedded electrodes

controlling a given waveguide will have a reduced fringing field than could the

planar electrodes, and thus interference will be reduced between nearest neigh-

bor waveguides. Second, the reduced fringing will enhance the local electric

field of that waveguide in uniformity and intensity [93-95]. Third, the embedded

electrodes act to optically isolate each waveguide from its neighbors, and this

would increase the waveguide packing density of the device [93]. Fourth, the

embedded electrode geometry reduces the number of layers for a row of waveg-

uides, and hence increase the packing density of waveguide rows in the vertical

direction. In this case there are only six layers compared to the twelve layers

of the planar electrode geometry. To reduce light loss due to interaction with

the metal electrodes, an optical buffer is placed between the waveguides and the

embedded electrodes. Each waveguide can be addressed independently with this

geometry even though two waveguides share the same electrode. Consider that

the center waveguide shown in Figure 4.15 is to be addressed only. A positive

potential is applied to the left electrode and a negative potential is appled to the

right electrode. As long as all of the electrodes to the left of the center waveg-

uide maintain the same potential difference with the respect to the positively

activated electrode, and all of the electrodes to the right of the center waveguide

maintain the same potential difference with respect to the negatively activated

electrode, then the index of refraction of the other waveguides will be not be

changed. Thus a potential difference balance must be electronically enforced
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as individual waveguides are selectively addressed. Surmounting the waveguide

layer, a buffer region (3), followed by an electrical connection layer (4) for exter-

nal connection of the embedded electrodes, exists. The buffer layer (3) serves to

optically isolate the waveguides and electrically isolate the embedded electrodes

from the external connections (4). Vias are fabricated in the buffer layer in

order to connect the embedded electrodes with the control electrode. Another

separation layer (5) divides the control electrode connections from the top com-

mon planar electrode (6). The top common planar electrode is maintained at

the same potential as the common planar electrode of other waveguide layers,

and thus electrically isolates this row of waveguides from its neighbors. The next

layer above the common planar electrode would be the first separation layer of

the next waveguide row.

Dimensions for the embedded geometry are not unlike those of the planar

geometry. The following table summarizes these dimensions:

TABLE IV

EMBEDDED ELECTRODE DEVICE DIMENSIONS

t> (0.2 pm 1.0 prm) t 2 - 1.0 PM -, 10.0 pim t 3 - 0.2 Pm -* 1.0 Pm

t4 ~0.1 PMr-. 0.5 Pm t 5 -0.2 pm - 1.0 pm te-0.1 nm -- 0.5 Pm

wn, - 1 pm -- 10 pm w, - 0.5 Am -- 1.0 Pm wbm - 0. 2 pm - 1.0 pm

S- 5,um --* 10p m 8, > 5 Pm

Replacing a, and aj, with t, and ti, respectively, in equation (4.35) gives the total

thickness for a row of this geometry. In this case, the total thickness t is:

t-1.8 pm - 14 pm

The width of the waveguides, w,,, embedded electrodes, we, and the optical buffer,

wbm, can be variable, and the above values in the chart represent typical values
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for uniform spacing of the waveguides. If a non-uniform spacing is intended,

such as a chirp spacing, then wbm is the primary spacing factor.

As seen in Figure 4.15, each connection electrode extends across the waveg-

uide array. This is done to insure that light propagating through any waveguide

experiences the same optical factors introduced by the presence of metal for

the electrodes, otherwise light propagating through the extreme left waveguide

will not have the same propagation environment as the extreme right waveguide

because the extreme right waveguide would have more metal lines running over

it than does the extreme left waveguide. Regardless of the metal losses, and

geometries to present a uniform metal environment, electric field nonuniformi-

ties also arise to distort the waveguides's optical character. This is due to the

connection electrodes interacting to establish electric fields between themselves

and the embedded control electrodes that are underneath. These electric fields

would vary locally, and hence introduce electro-optical changes to the waveg-

uides that the connection electrodes pass over. This would create nonuniform

optical propagation conditions for each waveguide and its relative propagation

condition to the other waveguides. Two possible solutions are the use of very

thin connection lines and large separation distances between each other, or in-

troducing another common planar layer. In the first case, minimizing t of the

each connection line will reduce the spatial extent of the intensity distribution of

the electric fields formed between the connection electrodes and the control elec-

trodes, and maximizing t, will reduce the electric fields between the connection

lines. Alternatively, a second common planar layer can be placed between the

connection electrodes and the control electrodes. The common planar electrode

would be piaced on top of the insulation layer (5) and an additional insulation

layer would be placed on top of this to separate the connection electrodes from

this common electrode. Vias, with insulation, would be formed in the common
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planar electrode so that each connection electrode could be attached its respec-

tive control electrode. Hence, nonuniform effects, due to electric fields formed

among connection electrodes, and between connection electrodes and embedded

electrodes, can be reduced or eliminated as a perturbing factor.

The embedded electrode geometry has advantages over that of the planar

electrode structure. As discussed these include fewer layers and thus increased

vertical packing density, larger horizontal packing density, and greater optical

isolation of each waveguide from its neighbors. Both of these geometries permit

addressing of individual waveguides. However, in both the planar and embedded

electrode case, only array mod'lation (p,) occurs and not element modulation

(•o) since there is no control of phase across the cross-section of each waveguide.

This requires the artificial prism.

4.5.4 ARTIFICIAL PRISM GEOMETRIES:

Figures 4.16 and 4.17 show artificial prism designs for phased-array optics.

Figure 4.16 illustrates a single prism element which is then vertically stacked to

create a two dimensional array. Figure 4.17 presents an array of prisms for a

given level of the phased array.

The single prism represents an alternative to array modulation to cause a

beam to scan in the horizontal direction. Figure 4.16 is the same geometrical

form as the parallel plate prisms of Figure 4.10a. This geometry permits a more

uniform and intense electric field than that available from the structure of Figure

4.10b. Starting from the bottom layer, this configuration of a single level of the

array is comprised of:

(1) a bottom common planar electrode (dj);

(2) a buffer layer (d 2 );

(3) the electro-optic waveguide region (d 3 );

(4) a second buffer layer (d 4);
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(5) the control electrodes (ds); and,

(6) a separation layer between the control electrodes and the common planar

electrode of the next higher level of the array (d 6).

In this cese, the common electrode (1) not only provides electrical isolation

of the waveguide levels of the device, but also forms the base electrode of the

artificial prism. The two buffer layers, (2) and (4), separate the electro-optic

waveguide from the electrodes. For this single prism device, the electro-optic

waveguide (3) is a planar waveguide, and extends across the width of the array.

The control electrodes (5) are triangular to provide independent phase control

of the electro-optic waveguide, and to act in a push-pull manner to double the

phase change across the waveguide for the same magnitude of electric field. The

electric potentials V' and V2 provide the control potentials against VC, and as V,

is made positive, V2 can be made negative to enhance ýe. The top separation

layer (6) divides this row from the surmounting row, and electrically isolates.

the control electrodes from the common planar electrode of the next level of

the array. Each of the common planar electrodes are maintained at the same

potential to isolate the electric fields of each layer.

The dimensions of this structure in the vertical direction are comparable to

those of embedded electrode geometry. Given below is a table that presents

these dimensions.

TABLE V

ARTIFICIAL PRISM DEVICE DIMENSIONS

d -. 0.2 pm -. 1.0 pm d2, d4 -~0.2 pm - 1.0 pm d 3 - 1.0 Pm -. 10.0 1M

d5 - 0.1 pm -. 1.0 pm d6 _> (0.2 pm -. 1.0 pm)

The dimensions L and W are the overall length and width of the artificial prism

respectively. For variable vertical spacing, the depth factor d6 would be used

to modify the spacing between levels, and would be the dimension varied for
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chirp spacing. The gap between the two control electrodes is given by g,, and

would have a representative spacing from 5 pjn to 10 jim . As in the case of

the embedded electrodes, there are six layers to the prism electrode. With

the dimensions given above, the vertical thickness of a layer, excluding chirping

conditions, would fall in the range from 1.8 irn to 14 tim. These dimensions

are achievable with electro-optic organic materials, and are not attainable with

platelets of a ceramic material. Thus the parallel plate geometry (Figure 4.10a)

can be revived with its accompanying advantages over the surface electrode

configuration (Figure 4.10b). Further the organic materials allow closely space

vertical stacking that is not obtainable with the ceramics.

The resolution of the single artificial prism is dependent on the width 11'. The

larger W is, the smaller the number of resolvable spots for a given c. To increase

the scanning resolution, additional artificial prisms of smaller width contained

in the same space IV will increase the number of resolvable spots. For every

additional artificial prism, an additional resolvable spot is added [38]. Thus an

array of prisms as illustrated in Figure 4.17 is considered.

The prism array geometry of Figure 4.17 shows how the control electrodes

can be modified to permit the formation of an array of artificial prisms. The

vertical dimensions (d's) of the prism array are identical to those of the single

prism as well as the electrode-gap, g,, and the length L. The width of each

prism element is represented by Wa. Though shown as uniformly distributed,

the prism elements can be variably spaced in width 14,Y and interelement spacing.

Previously, artificial prisms have been fabricated with dimensions for It',, of 100

prm to 150 pjm ; and electrode gap, g,, of 5 irm to 10 im, [38,42,43]. Previous devices

have operated with adjacent electrode potentials of 15 V over 5 pm electrode

gaps. This would correspond to the small gap between the dog-leg electrode
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and an adjacent electrode of Figure 4.10b [38]. Limitations on the width of the

prisms is dependent on lithography capability in the fabrication of the device.

The geometry Figure 4.17 has introduced element modulation, (P, to an array.

However, with the control electrodes given in this figure, each prism element has

the same phase relation between each prism. There is no array modulation, y,.

Therefore in order to maintain the resolution capability of array and element

modulation, the two techniques must be combined.

4.5.5 COMBINED ARRAY and ELEMENT MODULATION:

Two basic approaches exist to simultaneously having the capability of ar-

ray and element modulation. One approach is to have a series of individually

addressed channel waveguides that are also artificial prisms. This method is

illustrated in Figure 4.18 and Figure 4.19. The second technique is to have an

array of artificial prisms as given in Figure 4.17, coupled with a mechanism to

modify the phase of the light as it enters the artificial prism array. This is

illustrated in Figures 4.20 and 4.21.

The method illustrated in Figure 4.18 and 4.19 is a modification of the pla-

nar electrode structure of Figure 4.13. Figure 4.18 is identical in the vertical

dimensions as Figure 4.13. Figure 4.19 differs from Figure 4.18 in that the lower

artificial prism control electrodes are replaced with a common electrode. The

geometry of Figure 4.18 reduces fringing fields since each electrode is directly

paired with an electrode directly above or below it respectively. This is balanced

against the increased vertical packing density and greater ease of fabrication of

the structure of Figure 4.19. In Figure 4.19, the different layers represent:

(1) common planar electrode (pt = h,);

(2) optical buffer layer (p2 = h(;);

(3) artificial prism waveguide layer (P 3 = h7)'

(4) optical buffer layer (p4 = hc,);
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(5) artificial prism control electrodes (p5 = h9);

(6) electrode separation layer (p6 = hi0);

(7) external electrode connection layer (P7 = h 11); and,

(8) s'paration layers between rows (p8--hl2).

With the geometries of Figures 4.18 and 4.19 each artificial prism can be in-

dividually addressed, and thus the element and array modulation can be accom-

plished for general conditions. The ability to individually address each prism, is

at the expense of extra layers for the control electrodes external connections. If

simultaneous array and element modulation is intended for beam scanning only,

then Figures 4.20 and 4.21 offer alternatives that are easier to fabricate.

Figures 4.20 and 4.21 utilize the prism array of Figure 4.17 for element mod-

ulation. Array phase-modulation is introduced in Figure 4.20 by an artificial

phase control prism that precedes the prism array in the direction of light prop-

agation. The phase control prism changes the phase of the light across the full

width of the light as it proceeds through this large prism. Thus the light has

different phase at each of the prism elements of the prism array, and hence ar-

ray modulation has occurred. The phase control prism may introduce a shift

in the intensity of light towards the side of the prism with the largest index of

refraction of the electro-optic material. This may have an adverse effect during

light propagation by introducing non-uniform intensities and phase shift to the

prism array. This needs to be studied in more detail by theoretically examining

light propagation in this type structure. An alternative technique to the phase

control prism, is the phase control waveguide array of Figure 4.21. In essence

the phase control prism of Figure 4.20 has been divided into dielectric waveg-

uides that confine the light to a region that is equal in width to the following

prism element. The phase control is introduced by electrodes that control the

index of refraction of the dielectric waveguides. By dividing the electrodes in
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FIGURE 4.21
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a geometry that approximates the triangular shape of the phase control prism

control electrodes of Figure 4.20, a uniform phase difference (2O") can then be

introduced between the waveguides, and thus impose an array modulation on

the light that enters the prism array. In both Figure 4.20 and Figure 4.21, the

array modulation is controlled with electric potential V I and Vp2 , or Vw1 and

VI 2 , respectively, while the element modulation is controlled by VA, and VA2.

The vertical geometry and dimensions of Figures 4.20 and 4.21 are identical

to Figure 4.17. The dimension gA, gp, and gw are on the order of g, of Figure

4.17. Lp = Lw, and of the same size range as discussed above for L.

4.5.6 VERTICAL GEOMETRY:

Figure 4.12 through Figure 4.21, illustrate various designs for phased-array

optical devices. These figure show the geometry for a single row of the array.

A two-dimensional device is developed by stacking rows on top of each other.

These rows can incorporate element and array modulation simultaneously for the

horizontal direction. However, the vertical direction is limited to array modu-

lation. Tentatively, element modulation cannot be incorporated into a row for

the vertical direction. This niii.tation is presently imposed by the directional

nature of the applied electro-optic organic materials and difficulty in fabricating

a prism with electrodes oriented vertically. Consequently, array modulation is

only available for the vertical direction, and thus the resolution in this direc-

tion will not be as great as in the horizontal direction. To partly overcome the

side-lobe limitations of uniform vertical spacing of the rows, the spacing can be

nonuniformly done in a chirped manner as discussed previously. Also, nonuni-

form thickness of the waveguides can be considered, but at this stage need to be

explored further in detail.
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4.5.7 DIMENSIONS - MODULATION and SIDE-LOBES-

The dimensions of the two-dimensional phased-array optics present design

criteria on the speed of modulation of the arrays and the light pattern formed.

These criteria are contained in the length (L) dimensions, and the dimensions

of the individual elements and spacing between elements. If one considers each

element of the array (waveguide and distance to nearest neighbors) to be at

an extreme of 100 pim, with 100 elements in each row, and 100 rows, then the

cross-sectional dimensions of the device are 1 cm. With a worse case length of

2.5 cm for the length of the device, the overall dimensions of the device are 1

cm x 1 cm x 2.5 cm.

In considering these structural dimensions as criteria for modulating the

device, an electromagnetic view of the modulation must be examined. This

structure can be considered as a lumped element for wavelengths greater than 10

cm which corresponds to frequencies up to 3 GHz. Thus the physical dimensions

of the device permit rapid modulation and scan rates that are not attainable with

mechanical systems. The limitations of modulation are primarily associated with

the control electronics in the time necessary to calculate the correct phase of

each element and required applied modulation electric fields for a specific light

pattern that is to be projected. With 30 MHz and higher clock rates for personal

computers, random scan patterning of 1 MHz or greater is attainable, and for a

fixed raster scan, dedicated electronics can exceed 30 MHz for scan speed.

The dimensions of the waveguides, and spacing between each waveguide,

introduce side-lobes which must be controlled to minimize or eliminate the effects

on the far-field light patterns. This can be accomplished by judicious design of

the device, such as chirping the interelement spacing, and employing nonuniform

waveguides. Alternatively, electronically tuneable external optics can also be

used that block side-lobes. Consider a moveable window in a transparent screen
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that is of the proper aperture size to permit the central-lobe (main-lobe) of the

far-field light pattern to propagate through, while the side-lobes are blocked.

This screen and window can be developed from liquid-crystal display technology.

The liquid-crystal screen can be formed in a pixel pattern that corresponds to

resolvable spots of the phased array. As the array is scanned to a particular

location, the window is opened so that the central-lobe of that spot can be

transmitted, while the side-lobes encounter opaque regions and are blocked.

This type of a device is electronically controllable and agile, and can be formed

from current liquid-crystal technology. Thus external optics exist that can be

added to a phased array to enhance device resolution.

4.5.8 DESIGNS and FABRICATION

The designs for the devices discussed above were considered in both an op-

tical context and fabrication context. These device designs were explored with

realizable manufacturing as part of the design criteria, and represent designs

that are deemed makeable with current technology. The fabrication techniques

and options for making devices are discussed in section 4.6.

4.6 DEVICE FABRICATION

The devices discussed in section 4.5 can be manufactured using current mi-

croelectronic fabrication technology [77]. Vertical dimensions that were pre-

sented pose no hindrance to device fabrication, and the smallest horizontal di-

mension is on the order of one half micron which was the width of the embedded

electrodes or optical buffer regions between dielectric waveguides. Half micron

linewidths are attainable with electron-beam lithography or from masks gener-

ated from electron-beam systems and ultraviolet lithography [77,97]. For smaller

sub-micron microstructures, fabrication techniques exist such as electron-beam
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lithography with increased resolution to 0.25 pm linewidths and smaller, and x-

ray lithography. However, these finer dimensions are not inherently needed for

the device designs discussed above, even though vertical and horizontal geome-

tries must be delineated for the various parts of a device structure and fabricated.

To illustrate the techniques available for material deposition to form the vari-

ous layers, the simple one-dimensional vertical stack will be used as a basis for

discussion. From this planar stack, the division of each row into an array of

waveguides is then presented accompanied by the formation of the electrodes.

The planar structure of Figure 4.11 can be fabricated in a relatively straight

forward manner by layering one type of material on top of another. However,

several techniques exist for forming this stack. A flat substrate material is used

to form the base of the stack. Metal can be deposited on this substrate, if

the substrate is insulating, to act as the first electrode, and on top of this an

optical buffer layer made of materials such as parylene [80,81], polyimide [791

or siloxane [71,72,74]. Over the first buffer layer is deposited the first layer

of organic electro-active material, after which another layer of optical buffer is

added. Surmounting the optical buffer, another layer of metal is placed to form

the top electrode an the planar waveguide and bottom electrode of the next level.

This process continues until the stack, as shown in Figure 4.11, is complete.

This formation of the multilayer stack requires multiple deposition of metal

and organic materials. Generally, metal electrodes would be deposited under

vacuum conditions by electron beam evaporation. The organic layers (optical

buffer and electro-optic waveguide) can be deposited by an atmospheric process

such as spin coating [62-70], and this necessitates moving the sample from vac-

uum conditions to atmospheric pressure, and back again. If the organic material

can be deposited from a vapor phase as is possible with parylene, then low pres-

sure conditions can be maintained continuously, for deposition of metal and the
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organics. This then raises the possibility that all of the material deposition pro-

cesses can be conducted in a low pressure and clean environment, whether the

device is fabricated in a single chamber or shuttled between chambers through

vacuum interlocks. Typically metal is considered as the material for the elec-

trode; however, an alternative to metal as an electrode are conductive polymers

[91,92] that are chemically compatible with the electro-optic organic, and hence

only an atmospheric fabrication method may be needed; however, connection

to external controlling electronics would still require a metallization of the con-

ducting polymer at a contact junction. Further, if the conductive polymer is also

transparent [92], then the optical loss problem associated with metals is elim-

inated. If the transparent conductive polymer also has an index of refraction

less than that of the electro-optic organic, then the optical buffer region can be

removed between the electrodes and the waveguides, and this increases vertical

packing density.

With the formation of the stack, external contact means must be fabricated as

shown in Figure 4.22. A directional gaseous etching technique such as reactive-

ion-etching (RIE) or reactive-ion-beam-etching (RIBE) [96] can be applied to

the connection electrode segment of the stack, with the directional etch oriented

at an angle with respect to the stack as shown in Figure 4.22a. This would

then form a slanted edge on one side of the stack. A second chemical etch,

either gaseous or liquid, that is selective for the non-conductive materials will

then expose the electrode layers to form bonding pads for contact with external

electronics. A directional gaseous etch selective for the organic materials (Figure

4.22b), aimed perpendicular to the plane of the stack, would be preferred for this

step since undercutting of the electrode would be minimized, and is particularly

applicable to metal electrodes. With attachment of connection wires, a method

now ensues for orienting organic materials that attain the electro-optic state from
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poling. The complete unit of Figure 4.22c can be heated, and with appropriate

voltage differences between each electrode, the organic electro-optic material can

be poled, and the complete unit then cooled to attain preferential orientation of

the dipole moments. Thus the controlling electrodes act in the capacity of poling

electrodes to form the electro-optic mediurn and as the controlling electrodes for

the phased array. If numerous devices are fabricated on the same substrate, the

substrate and devices can be separated from one another by directional gaseous

etching, sawing, or other methods. If damage occurs to the optical ends, then

polishing can restore optical quality.

The above description of forming the multilayer stack illustrates the for-

mation of layers of each row of an array, and indicates methods applicable to

two-dimensional arrays. Figures 4.13 and 4.15 show a row of an array with well

defined waveguides and electrodes as part of the multiple layers. Deposition

of each layer of metal or organic material would use the same techniques as

that described for the one-dimensional planar device. The formation of the in-

dividual elements of the array require microelectronic lithography and etching

techniques.

Consider the fabrication of the structure of Figure 4.13. Layers (1) and (2),

are planar levels. Level (3) contains control electrodes that attach to external

control electronics. These control electrodes can be formed by lift-off or etching

methods using standard photolithography [77,96-98]. In the case of etching, the

electrode material is deposited as a plane, and then lithography and etching are

used to define the electrode and remove unwanted material respectively. Etching

can be liquid or gaseous depending on the materials involved. The lift-off process

would first use lithography to define those regions for metal to be deposited as

part of the device, the electrode material is then deposited, and as the resists

used in the lithography are removed, the unwanted metal is also removed. Either
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Figure 4.22. Formation of connection junctions for connection electrodes. (a)
Angular directional gaseous etching to form connection levels. (b) Perpendicular
directional gaseous etching to form connection junctions steps. (c) Device with
connection junction steps with connection wires.
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technique is applicable. The next layer (4) is an insulating separation layer that

can be deposited as a plane. Vias through this layer, to connect the waveguide

electrodes and external connection electrodes, are formed by etching through the

separation layer, and then forming the vias by lift-off or etching. The electrode

layer (5) is made using the same techniques as the connection electrodes. The

buffer layer (6), waveguide array (7), and buffer layer (8) can be fabricated by

several approaches and are discussed in following paragraphs. Layers (9) through

(12), the top four layers of electrodes and electrode separation layers are formed

in the same manner as layers (2) through (5), but in reverse order.

Several techniques exist for the formation of the waveguide array and asso-

ciated buffer layers. One approach is to deposit the lower electrode layer (5),

buffer layer (6), electro-optic waveguide material (7), and the next buffer layer

(8) as planar layers. On top of layer (8) fabricate the planar electrodes as metal

electrodes in the manner indicated above. The planar electrodes then form a

mask for oxygen reactive-ion-etching or reactive-ion-beam-etching [60] of the top

buffer layer, the waveguide layer, the lower buffer layer, and the lower set of elec-

trodes. RIBE and RIE can achieve height to width ratios of ten to one or greater,

and form vertical sidewalls. This forms channels that delineate each waveguide

and the lower electrodes. The following separation layer (10) can then be added

to cover the top electrode of each electrode pair and also fill in the channels.

Excess material composing the separation layer can be removed by mechanical

polishing or shallow angle ion milling. This procedure is viable provided the

deposition of the material for the separation layer uniformly fills the channel

to create an uniform optical environment. This is dependent on the insulating

material, method of deposition, and the dimensions warn and sum of h5 through

h9. The more narrow war is and the thicker these layers, the more difficult it is

for the material to uniformly fill the channels. Hence this approach is heavily
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dependent on device design and materials. A variation on this procedure is to

only deposit the buffer layer (6) and the waveguide layer, and ttuen use a mask on

top of the waveguide layer and reactive-ion-etching to form channels only in the

waveguide material. However, since h7 is the largest vertical dimension, this has

the same limitations as just described. In both of these cases, the electro-optic

effect is induced in the waveguides by using the electrodes as poling electrodes.

An alternative to etching channels that form empty regions between waveg-

uides, is to deposit a thick layer (h6 + h7 ) of buffer material and then etch chan-

nels of width w, and height h7 . This leaves mesas of buffer material of width

w,., and height h7. The empty channels between the mesas are then filled with

the electro-optic material to form the waveguides, and excess material is then

removed. Depending on the design, w,, can be larger than w., and hence a

channel width w•, can be more easily filled. The top buffer layer (8) can be then

deposited, and following layers formed.

The two methods described above rely on the physical removal of material

and insertion of additional material to define a waveguide. However, it is not

necessary to completely remove material to form the electro-optic waveguide.

Ridge guiding [90] and the poling induced waveguiding are alternatives. In the

case of ridge guiding, a ridge of material is left over the region to define the

waveguide (Figure 4.23). Thin ridges are part of electro-optic material region.

The electro-optic material is deposited as a layer, and then ridges arc formed

by masking the areas for the waveguide, and removing material by reactive-ion-

etching. The buffer layer and electrodes are placed over the ridged waveguide

layer with the electrodes directly over the ridges. Alternatively, one can deposit

the electro-optic waveguide material as discussed in references [71,72,74-76], and

then a waveguide can be defined from electric field poling. The buffer layers and

the electro-optic waveguide layer can be deposited as planes, and the succeeding
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Figure 4.23. Cross-sectional view of ridge waveguides with planar electrodes.
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layers and electrodes fabricated as discussed before. The electrodes induce the

electro-optic effect from poling of the electro-optic material, and because the

electrodes are separated, the electric fields of the electrodes also induce regions

of higher index of refraction between each pair of electrodes. This can be rein-

forced by alternating the polarity of the electrodes in each electrode plane. The

effect would be that the electric field between neighboring pairs of electrodes

is reduced, and hence enhance the index of refraction between a specific elec-

trode pair, and reduce the index of refraction between neighboring electrode

pairs along the width dimension. Hence, the physical delineation steps are not

necessarily required to form an electro-optic waveguide for the planar electrode

geometry, but it is necessary for the embedded electrode geometry.

The embedded electrode geometry of Figure 4.15 requires the formation of

electrodes that are inserted into the waveguide layer. These embedded electrodes

require a different approach to formation than that of planar electrodes; how-

ever, the remaining layers can be fabricated from techniques already discussed.

Again, several strategies can be considered for fabricating the embedded layer.

These different methods are based on which materials are to be deposited and

then have channels etched to form the waveguide array. One method forms the

separation layer as a base layer of thickness (ti) followed by deposition of the

electro-optic waveguide material. The embedded electrodes and optical buffer

are then inserted into the waveguide layer by successive application of reactive-

ion-etching methods to form channels into which the electrode metal material

and optical buffer materials are deposited. Initially, mesas of electro-optical

material are formed. The second approach is to fabricate a layer of separation

material of thickness tj + t 2. This layer is then successively etched to form chan-

nels of depth t2 for deposition of electro-optic waveguide materials and electrode

materials. In this case, the first etching forms initial mesas of the optical buffer
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material. Lastly, The separation layer is again formed to a depth of tj onto which

a layer of electrode material is deposited to a depth of t2. The electrode material

is then etched to form the channels for the deposition of the electro-optic waveg-

uides and optical buffers, and correspondingly mesas of the electrode material.

All of the organic materials that would comprise the buffer or waveguides can be

etched with reactive ions of oxygen [60], and various metals can also be etched

by RIE and RIBE. Which of the processes described above is used is dependent

on the choice of materials, and methods of depositing materials into deep chan-

nels with height to width aspect ratios of 10 to 1. Formation of well defined

embedded microstructures, whether waveguides or electrodes, is not a mature

technology particularly for the organic materials. Uniformity of deposition in

narrow channels, or etching to controlled depths, are not well characterized pro-

cesses for organic materials. In contrast directional reactive gaseous etching of

metals [96], and narrow channel deposition of metals by the partially-ionized-

beam (PIB) technique [99], or electron beam evaporation [77,98], is a better

understood and currently available technology. PIB is particularly effective in

filling narrow channels [99]. Though microelectronic techniques exist for forming

embedded microstructures for phased arrays, the choice of fabrication strategy is

not clearly apparent. Again, the electro-optic effect is induced after the phased

array has be fabricated by using the embedded electrodes as poling electrodes.

Unlike the fabrication of the geometry of Figure 4.15, and the physically

delineated waveguide approach to Figure 4.13 and Figure 4.18, the prism struc-

tures of Figures 4.16, 4.17, 4.20 and 4.21 are all planar, and do not require a

embedding process except for the vias. All of the deposition of material for these

prism devices can be done as a successive layers. Relatively deep and narrow

channels do not need to be formed for defining waveguides or electrodes. This

simplifies fabrication and reduces the lithography to defining the electrodes. The
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electro-optic effect is induced in the waveguide material by using the control-

ling electrodes as poling electrodes. The planar prism geometries thus become

attractive from a fabrication as well as from the array and element modulation

point of view.

Throughout this discussion, the waveguide material becomes electro-optically

active following poling of the material using the control electrodes. This part

of the fabrication process imposes limitations on the dimensions of the device

in order to prevent dielectric breakdown. Electric fields of 200 MV/m [68,75]

have been sustained by the electro-optic organics, and can be used as a figure of

merit. This would correspond to a potential difference of 1000 V for electrode

spacing of 5 rim. If 200 MV/m is the electric field magnitude between the

poling electrodes, then those regions between electrodes that are closer than

the width of the waveguides and have an electric potential difference on the

order of the potential difference between the poling electrodes, or have sharp

edges, could experience electric fields that would lead to dielectric breakdown of

the electrically insulating materials. Regions where breakdown could occur are

between:

a) closely spaced planar electrodes of the planar electrode geometry and

artificial prisms;

b) control electrodes and connection electrodes as found in the planar elec-

trode and embedded electrode geometries; and,

c) common planar electrodes and control or connection electrodes.

To overcome this potential problem, device geometry and electric potential

application to the various electrodes must be examined. Once dielectric break-

down fields are established for a given insulator material, device geometries can

be evaluated using standard computer programs to determine regions that could

experience electric fields that exceed breakdown for a given scheme of applying
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electric potentials to the control electrodes. The device geometries and elec-

tric potentials can then be modified accordingly to avoid dielectric breakdown.

An alternative approach is to use geometries and apply electric potentials that

avoid forming regions of high electric field except between controlling electrodes.

These types of geometries are represented by the planar electrodes of Figures

4.12, 4.13, and Figures 4.16 through Figure 4.21.

The planar electrode geometry permits each electrode in a given layer to

be maintained at the same electric potential during poling. This then elimi-

nates high intensity electric fields between electrodes in the same layer. For the

connection electrodes of Figures 4.13 and 4.18, these are at the same electric

potential as the layer of control electrodes to which the connection electrodes

are attached, and hence no electric field between these closely spaced electrodes.

To prevent breakdown between the common planar electrodes and other elec-

trodes, the common planar electrodes can be given variable potentials during

the poling process, and then following poling placed at a common potential.

With each common planar electrode not fixed at the same electrode, the com-

mon planar electrode between rows can be held at the potential of the two sets

of electrodes of the two adjacent rows to which it is in closest proximity. Thus,

there are no electric fields between the common planar electrodes and nearest

neighbor electrodes, and hence no dielectric breakdown. However, this would

cause neighboring rows to be poled in opposite directions, but if necessary this

can be compensated by the control electrode polarity during electro-optic opera-

tion. Thus the planar electrode geometry offers a fabrication advantage if poling

electric fields are required at the control electrodes that could lead to dielectric

breakdown elsewhere.

The discussion of this section has presented the major issues of fabricat-

ing two-dimensional phased-array optics. A-, discussed current microelectronics
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manufacturing technology and materials are available to make the devices that

were discussed in section 4.5. Hence, with the materials, design, and fabrication

capability existing, potential applications of these devices can be explored.

4.7 APPLICATIONS

Phased-array optics have potential application in optical systems that re-

quire dynamic control of the wavefront of light. Selective pointing and shap-

ing of light for free space propagation is applicable to optical communications,

computing, signal processing, sensors, and xerography. Free space optical com-

munications is represented by communications between moving platforms such

as satellites and aircraft. Mechanical systems with moving mirrors or prisms

introduce mechanical jitter, and have eventual mechanical wear. Such mechan-

ical limitations reduce the effectiveness of optical communications for satellite

communications. The phased-array devices have no moving parts, and can be

scanned in position at megahertz rates which is not attainable by mechanics.

The same phased-array optics used with communications systems is also avail-

able for lidar systems for pointing and tracking, and as scanners for inventory

control such as used in supermarket check-out counters and xerographic laser

printers. As components of detection and sensor systems, phased-arrays have

application as tuneable lenses for selective sighting of a scene which is analogous

to the directionality of phased-array radar receivers. Applications to optical

computing and signal processing for phased arrays are based on the capability

to dynamically create multiple beams from a single beam which enhances paral-

lel optical computation, and change the optical system function of computation

based on Fourier optics. Also, the techniques of fabrication and organic electro-

optic materials discussed previously, can be used to fabricate two-dimensional

optical wavefront sensors as proposed in reference [100]. These sensors can be

used for beam evaluation and correction, and as means of communication coding
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by wavefront modulation. This discussion represents only of few of the poten-

tial uses of two-dimensional phased-array optics. Applications that essentially

need dynamic modulation of optical beam shape or position can find solutions

in two-dimensional phased-array optics.

4.8 CONCLUDING DISCUSSION

New capabilities in manufacturing and electro-optics brought by organic

electro-optic materials permit the development of phase control optics that yield

two-dimensional modulation of the wavefront of light. Implemented as arrays,

the optical analog of phased-array radar can be developed. Employing element

and array modulation, increased scan range with reduced side-lobes can be at-

tained thereby increasing resolution. Becauqe the control of light beams is elec-

tronic, increased modulations speeds, beam agility, and dynamic modulation are

available that are not possible with mechanical systems. Microelectronic fabri-

cation techniques can be employed that make the manufacturing of the devices

feasible with current technology. An extensive range of application of light beam

steering and shaping, including optical computing, communications, sensors, and

printers can make immediate use of the capabilities of two-dimensional phased

array optics.

This study has examined the conceptual basis, designs, and manufacturing

feasibility of phased-array optics. Research into the actual construction of these

devices, testing, and application to various uses is the next required step in the

development of this technology.
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CHAPTER V
Hybrid Optical/Electronic Nonlinear Optical Devices

Nickolas P. Vlannes, Casimer M. DeCusatis, and Pankaj K. Das

5.1 INTRODUCTION

Nonlinear photonics that exhibit bistability and hysteresis can be developed

from three basic methods that provide the nonlinear-optical behavior of a device.

These three approaches are based on:

1. Nonlinear Optical Materials,

2. Nonlinear Optical Structures, and

4. Nonlinear Electronic Feedback.

Nonlinear optical materials provide an optical nonlinearity that is character-

istic of the material. Nonlinear optical structures are founded on the nonlinear

response of light to the geometry of a device rather than the materials from

which it is made. In contrast to nonlinear-optical materials and structures, which

have inherent optical nonlinearity, nonlinear electronic feedback is an active and

external control mechanism that creates an optical nonlinearity. To illustrate

and contrast these three techniques for forming nonlinear photonics that have

bistable and hysteresis properties, a brief description of these three techniques

ensues. This discussion is illustrative of these methods and not exhaustive.

5.1.1 NONLINEAR OPTICAL MATERIALS:

Optical material nonlinearities, arising from nonlinear optical susceptibilities

(x,.(), x(3)) (1] in semiconductors, crystalline ceramics [2], organic compounds [3-

7], and composites [8]. The nonlinear effects are usually restricted to relatively

high optical intensities (106 to 109 W/m 2 ) in which the refractive index is a

function of optical intensity, I:

n(f, t) = no(T) + n 2 t), (5.1)
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where T and t are respectiveiy position and time. n0 and n 2 are terms whose values

depend on the specific material. At sufficiently low I, n is approximated as the

unperturbed rt0 . Devices developed from nonlinear materials exhibit properties

such as optical bistability, hysteresis, limiting effects and switching, without

resorting to nonlinear structures [9-13] to produce these effects. In addition to

purely intrinsic nonlinear optical interactions, nonlinear optical devices using

the nonlinear properties of materials with electronic connection between devices

have been developed such as self-electro-optic effect devices [14-16].

5.1.2 NONLINEAR OPTICAL STRUCTURES:

Another approach to development of nonlinear optical devices is to use non-

linear optical structures. The optical properties of the structure provide the

nonlinearity. One example of such a nonlinear structure is the Fabry-Perot inter-

ferometer. This device has a relationship between transmitted (It) and incident

(I, light intensity given by:

= (1 - R)2 
(.2

(1 - R) 2 + 4Rsin2(®)

where R is the reflectivity of the mirrors of the Fabry-Perot etalon, and 0 is

a controllable phase term. Other examples of nonlinear structures are the po-

larizer/analyzer combination, small-angle phase gratings, and integrated-optic

devices such as directional coupler and Mach-Zehnder modulators [1,2]. These

configurations have a relationship between transmitted (It) and incident (1,) light

intensity given by:

It = i sin2 () (5.3)

Typically these structures are used as linear devices, in that the transmitted

intensity is linearly related to the incident intensity by a term that is a function

of 0 which is independent of the incident or transmitted light. However, these

optical structures are nonlinear functions of (-) as given by equations (5.2) and
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(5.3). The nonlinear relations between incident and transmitted intensities occur

when E is controlled by the optical intensity of the input light or output light,

and thus the full nonlinear character of equ•ations (2) and (3) is invoked. Another

example of a nonlinear optical structure is the cut-off modulator [17], but this

device does not have a periodic behavior as given in equations (5.2) and (5.3).

A nonlinear optical structure can be used with either linear or nonlinear

optical materials. As an example consider the application of the Fabry-Perot

interferometer to form a bistable-optical-device (BOD) with linear or nonlinear

optical materials within the Fabry-Perot resonator. The operation of a BOD

requires of E as a function of light intensity. The device is intrinsic if 0 is

controlled only with light using nonlinear optical materials [1], while the use

of an electronic drive to generate optical nonlinearities [74,75], or an external

electronic feedback circuit that is controlled by input or output light intensity,

constitutes a hybrid device [2]. Although hybrid devices typically exhibit longer

switching times than intrinsic BODs, they can also be made with much lower

and flexible optical switching intensities.

Nonlinear optical materials employed with a Fabry-Perot interferometer have

been used to develop or propose bistable operation from nonlinear absorption,

dispersion, and intensity effects [1,2,18-21,74,75]. Intrinsic nonlinear optical ma-

terials [1,2,18-21] and electronically driven optical nonlinearities as found in

diode laser amplifiers [74,75] have been explored. In these cases, the nonlinear

optical material is placed within a Fabry-Perot and controls the transmission

properties of the interferometer by varying the index of refraction within the

Fabry-Perot structure, and thus changes ). In particular, a bistable optical de-

vice may function as an optical switch, a limiter, a pulse shaper, or an optical

memory. Such devices can constitute the basic components for digital optical

computing applications [22-24].
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Hybrid optical/electronic (HO/E) devices using Fabry-Perot interferometers

are based essentially on the structure shown in Figure 5.1, and have been built

from bulk components or integrated-optic channel waveguides [1, 25-28]. An

electro-optic phase modulator is placed within the resonant cavity, and a fraction

of the transmitted beam intensity is monitored by a detector. The detector

signal, which is proportional to the output light intensity, is amplified and fed

back to drive the modulator. This simulates a nonlinear effect, since the electro-

optically controlled index of refraction is now a function of the light intensity. A

typical input-output characteristic for such a device [2] is similar to that shown

in Figure 5.4. The output signal exhibits hysteresis, that is, the output intensity

of the device for a given input intensity depends on the past history of the

device. The speed of such a hybrid device is limited by the response time of the

detector circuit. However, this type of nonlinearity can be much greater than an

intrinsic device (since it is limited only by the sensitivity of the detector), and

it is much more flexible and controllable because the feedback electronics can

be electronically tuned. The device characteristics may be adjusted by varying

an applied bias voltage to the electro-optic crystal, and the device is easier to

fabricate since it depends only on the well-established linear phase modulator.

Other nonlinear optical device structures that are electronically control-

lable have been employed to develop hybrid nonlinear optical systems. Non-

linear optical configurations employing polarizer/analyzer combinations [29-37],

integrated-optic directional couplers [38,39], integrated optic Mach-Zehnder in-

terferometers [40,41], and cut-off modulators [42] have been explored.

5.1.3 NONLINEAR ELECTRONIC FEEDBACK:

Most bistable optical devices use optical nonlinearities or linear electronic

feedback. Relatively little work has been done with nonlinear electronic feed-

back [43,44], except to enhance an existing optical nonlinearity [45]. The essence
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Figure 5.1. Schematic of optical bistable Fabry-Perot hybrid device.
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of the bistable hybrid optical-electronic nonlinear optical device based on non-

linear electronic feedback that controls linear optical modulators is illustrated in

Figure 5.2. Light enters a linear optical modulation system. Part of the light is

sampled and directed to a detector that provides an electronic signal that varies

a nonlinear electronic circuit. This nonlinear-electronic circuit then provides a

signal that controls the linear optical modulation system. The linear modulation

system responds to the nonlinear electronic control to modify the light, so that

the exiting light has a nonlinear behavior as a response to the incident light.

As an alternative to the use of nonlinear-optical materials and structures,

nonlinear electronic feedback to control linear optical modulators provides a

means of developing new nonlinear optical devices. Such devices can be flexible,

compact, and electronically and optically tuneable, and can provide nonlinear

optical characteristics which are difficult or impossible to obtain by other means.

New bistable optical devices are proposed based on a linear optical deflector, in

which the electronic feedback circuit supplies all of the necessary nonlinearity.

The nonlinear electronic circuit can be as simple as a single electronic threshold-

ing element in order to simulate bistability and hysteresis effects. More complex

electronics can provide multiple levels of bistability and hysteresis, or vary the

nonlinear response over a range of nonlinear characteristics. The use of elec-

tronic nonlinearity frees a design from the constraints of high optical intensities

as needed in intrinsic devices, and the need to drive a nonlinear optical structure

over the complete range of its nonlinearity. Thus, the hybrid optical/electronic

approach using linear optics and nonlinear electronics is an attractive approach

to bistable optical devices.

The following sections describe an experimental implementation of a bistable

optical device based on a bulk acousto-optic light modulator with nonlinear
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Figure 5.2. Concept diagram of a hybrid optical/electronic nonlinear optical
device with nonlinear electronic feedback.
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electronic feedback. Experimental results are given, and a conceptual device

using electro-optic light modulators is discussed.

5.2 ACOUSTO-OPTIC BISTABLE OPTICAL EXPERIMENT

The basic theory of the acousto-optic bistable optical experiment is illustrated

in Figure 5.3. A linear acousto-optic (AO) deflector, driven by a modulated mi-

crowave signal, is used to generate a diffracted beam. Light intensity (incident

or output from the AO deflector) is monitored by a photodetector, whose out-

put voltage is connected to a nonlinear feedback circuit as shown. When the

diffracted light signal exceeds the threshold set by the electronic thresholding

device in the feedback loop, the nonlinear electronics modulate the microwave

signal. The microwave signal in turn controls the diffraction efficiency of the

acousto-optic cell, and thus the degree of light modulation. Use of the acousto-

optic modulator is partially predicated on the simplicity of the sampling scheme.

The acousto-optic cell generates two light beams either of which can be sampled

or used as the signal light. This eliminates additional optics that split the light for

sampling or signal purposes as required by other modulator techniques [28-37].

In general, a phase-grating type modulator, either acousto-optic or electro-optic,

provides the secondary beams without the additional beam-splitting optics.

Consider operation of the system with the first order diffracted light (Figure

5.3) of the acousto-optic modulator acting to control the nonlinear electron-

ics. The electronics realize a simple thresholding nonlinearity that is an abrupt

"low" to "high". For a range of diffracted light intensity, the signal from the

photodetector remains below the threshold level for triggering the nonlinearity.

Since the feedback is inoperative, the output light intensity from the AO cell

increases linearly with the incident intensity to point (1) in Figure 5.4. When

the diffracted light intensity exceeds threshold and feedback begins to occur,

the magnitude of the acousto-optic driving signal increases abruptly; this causes
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Figure 5.3. Schematic of acousto-optic deflector implementation of hybrid opti-
cal/electronic binary optical device.
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a corresponding sudden increase in the diffracted light amplitude from point

(1) to point (2) of Figure 5.4. Beyond this point, the diffracted light intensity

continues to increase linearly with incident light intensity, up to point (3); note

that the slope will differ from its initial value below point (1) because of the

additional contribution of the feedback loop to the acousto-optic signal. If the

incident light intensity is then decreased, the diffracted intensity will also de-

crease linearly following the slope between points (2) and (3). However, this

curve does not cross the threshold level until after the incident intensity has

fallen below the level which caused the original "jump" from (1) to (2). As a

result, the output intensity will continue to decrease linearly with decreasing

input intensity until the output intensity falls below threshold; at this point, the

feedback signal stops and the diffracted light intensity falls abruptly at point

(4). A further decrease in incident intensity will cause the output intensity to

decrease linearly along the lower portion of the curve, as shown in Figure 5.4.

In this way, nonlinear electronic feedback of the diffracted light signal can be

used to generate optical bistability and hysteresis characteristics using a linear

acousto-optic device. It should be noted that the nonlinear threshold does not

have to be controlled by the first order diffracted light. The incident light, and

the 0t,-order of the diffracted light, can also be used to control the nonlinear

threshold producing different nonlinear optical output than shown in Figure 5.4.

Figure 5.5 is a schematic of the acousto-optic bistable optical experiment that

demonstrates the hybrid optical/electronic nonlinear optical concept. There are

basically three parts to the experimental configuration. These are the optical

path, the acousto-optic deflector and its microwave system, and the nonlinear

electronic feedback circuitry.

The optical path begins with a linearly polarized, 10 mW HeNe laser operat-

ing at the 632.8 nm wavelength. An NEC #GLG5261 laser was the light source
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FIGURE 5.4
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Figure 5.4. Theoretical behavior of acousto-optic deflector HO/E bistable optical
device. Arrows indicate the direction of first increasing and then decreasing
optical input power.
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FIGURE 5.5
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Figure 5.5. Schematic of experimental HO/E bistable optical device with linear
acousto-optic modulation and nonlinear electronic feedback.
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for this experiment. Light from this laser transversed a Polaroid variable neutral

density filter that controlled the incident light intensity. Following the neutral

density filter, a 90% transmissive optical beam splitter was used to direct part

of the beam towards a photodiode detector to monitor the incident light. The

main part of the beam was then focused and collimated by a lens system and was

incident on an acousto-optic (AO) deflector operated in the Bragg regime. The

1lt-order beam was detected by a photodiode detector. Though available, the

0th-order beam was not utilized in this experiment. The photodiode detectors

employed were Hewlett Packard PIN photodiodes model 5082-4220.

The acousto-optic deflector for this experiment was an NEC bulk acousto-

optic device fabricated from lead molybdate (NEC #OD8813A) with a center

operating frequency of 140 MHz. The device was capable of generating over

80% diffraction efficiency in the Bragg regime. The AO device was driven from

a Hewlett Packard VHF signal generator supplemented by an RF-power ampli-

fier (ENI, Inc. #403L) with 37 dB gain. Microwacre power emerging from the

amplifier was split by a -3 dB power divider (Pomona Electronics). Half of the

RF-power directly entered a summer (#MCL PSC 2-1) with the remainder en-

tering a voltage-controlled attenuator (VCA). The portion of the signal that was

sent directly to the summer provides the initial bias to drive the AO modulator

with no feedback, while the remaining signal was modulated by the VCA to con-

trol the AO cell. The VCA attenuates an RF-signal by an amount proportional

to an external DC control voltage. The voltage variable attenuator device chosen

was a Mini-circuits voltage-controlled attenuator (PAS-2), designed to operate

from 10 MHz to 1 GHz. This was a low power device, requiring only 100 mW

operating RF-power and less than 1 V for DC control. The attenuator output vs.

control voltage is shown in Figure 5.6, for a fixed RF-input of 3 V (peak-to-peak

into 50Q). The modulated RF-signal from the VCA was then combined at the
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summer with the microwave signal taken directly from the power divider. The

microwave signal from the summer thus controlled the diffraction efficiency of

the acousto-optic cell. The modulation for the VCA was a "DC" signal from the

nonlinear feedback electronics.

There are many possible realizations for the nonlinear electronics. In

this experiment, a Schmitt trigger (regenerative comparator) followed by an

operational-amplifier inverter was chosen for simplicity, availability, and cost.

The Schmitt trigger is essentially an op-amp configured with a voltage divider

feedback circuit and external bias voltage as shown in Figure 5.7(a). Details

of this circuit are described in reference [46]. The Schmitt trigger employed

is capable of nanosecond switching times, while requiring low drive power. The

Schmitt trigger is also capable of producing its own electronic hysteresis as shown

in a typical response curve of Figure 5.7(b). The amount of hysteresis may be

controlled by varying the choice of resistors in Figure 5.7(a). In order to avoid in-

terference with the bistable optical hysteresis, the Schmitt trigger hysteresis was

set to 0.001 V. Further, the switching voltage (triggering level) of this Schmitt

trigger can be varied electronically by adjusting the bias voltage VR. The opti-

cal bistable device required a trigger to switch between "low" and "high" states,

rather than the characteristic response of Figure 5.7(b). To realize this response,

an op-amp inverter was inserted after the Schmitt trigger. A unity gain op-amp

was also added after the inverter to isolate the thresholding device, and to act

as a voltage follower. A schematic of the final thresholding circuit is shown in

Figure 5.8. Because the VCA response to the DC control is linear between 0.45

and 0.9 V, the Schmitt trigger was engaged at a threshold of 0.6 V.

To begin the nonlinear electronic feedback, a signal from either the incident

light monitoring detector, or the 1lt-order diffracted light detector, entered and

controlled the nonlinear electronics. Figure 5.5 shows control from the 1st-order
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Figure 5.6. Measured voltage controlled attenuator characteristics. RF-output
peak-to-peak voltage (into 50f9) versus applied DC-control voltage. Input RF-
signal = 3V peak-to-peak (into 50Q).
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FIGURE 5.7
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Figure 5.7. (a) Schmitt trigger circuit. (b) Theoretical voltage output (Vo)
versus input voltage (V,) response of a Schmitt trigger. VR: threshold voltage.
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diffracted light. Initially, the output detector signal is below the Schmitt trigger

threshold. The control signal for the attenuator is therefore near zero, and the

VCA blocks most of its RF-input to the AO device. Thus, below threshold the

output light intensity varies linearly with the input light intensity following the

characteristic of the AO device. When the output signal exceeds the Schmitt

trigger threshold, the feedback loop is engaged and the control signal to the VCA

increases abruptly. The VCA then begins to pass a portion of its input RF-signal

to the AO modulator through the summing junction, as shown in Figure 5.5. This

sudden increase in the AO drive voltage causes an increase in the diffracted light

intensity. In this manner, the output light intensity increases abruptly when the

input intensity reaches the necessary triggering level. After this switching has

occurred, the Schmitt trigger remains on and the VCA control increases linearly

with the output detector signal. As the control voltage increases, the attenuation

decreases linearly, so that the drive signal to the AO device also increases linearly.

The optical input-output characteristic is therefore linear above threshold, but

with a different slope than below threshold because the signal to the AO device is

now varying with the input light intensity. Similarly, the output light decreases

linearly with decreasing input light until the output detector signal falls below

threshold. The Schmitt trigger then turns off, disengaging the feedback loop,

and the AO device once again operates with a fixed drive voltage.

5.3 EXPERIMENTAL RESULTS

Figures 5.9, 5.10, and 5.11 present the experimental results. The OUTPUT

(vertical) axes of these figures represents the 1St-order diffracted light intensity

measured as a DC voltage from the output photodetector (Figure 5.5). The

INPUT (horizontal) axis is a measure of the incident light as monitored by the

input detector (Figure 5.5). The units of the data and figures are in volts (V) as

the DC electric potential measured directly from the photodetectors. Voltage
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error measurement for the experiments was ±0.05V. Figures 5.9 and 5.10 are the

results of experiments in which the nonlinear electronics were controlled from

the detector sensing the li-order diffracted light exiting the AO modulator. This

configuration for control of the nonlinear electronics was discussed in some detail

in the previous section, and schematically illustrated in Figure 5.5. Figure 5.11

shows results from an experiment in which the signal to control the nonlinear

electronics was obtained from the input light detector.

Figures 5.9 and 5.10 show the experimental system operating as a bistable

optical device with hysteresis. Data was first taken in a forward direction of

increasing the incident light to the AO cell, and then a reverse direction of

decreasing the incident light, as presented by the figures. The arrows indicate

the general direction of the forward and reverse data. The results shown in

Figures 5.9 and 5.10 differ in that the biasing voltage of the Schmitt trigger, VR,

is 1.5 V for Figure 5.10 and 1.6 V for Figure 5.9. As can be seen from the two

figures, the bistability and hysteresis are electronically controllable. Figure 5.9

has a higher optical threshold for the bistable effect to initiate and a lower range

of hysteresis than Figure 5.10.

As discussed, the nonlinear electronics control for the data of Figure 5.11

was obtained from the incident light. Control from the incident light would

theoretically yield a bistability without hysteresis because the input intensity

crosses the bistability threshold at the same point whether it is increasing or

decreasing. Figure 5.11 illustrates that this has been verified. The bias, VR, on

the Schmitt trigger was also changed to 1.7 V for this experiment. However, a

direct comparison of the incident light bistability threshold of Figure 5.11 to that

of Figures 5.9 and 5.10 would be erroneous since more incident light is needed

to cause the diffracted light from the AO cell to reach the necessary intensity to

trigger the nonlinear electronics threshold.
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An acousto-optic hybrid optical/electronic bistable optical system has been

demonstrated. This hybrid system provides the ability to generate pro-

grammable optical switching and hysteresis effects using linear optical devices

and nonlinear electronic feedback. This has been accomplished by taking advan-

tage of the easily generated nonlinearities in conventional semiconductor elec-

tronics and readily available linear acousto-optic modulators. Since there are

implementations other than the one reported here, issues such as the switching

speed and power requirements of the hybrid system have not been addressed,

and are areas for future research. Also in this configuration, a small inherent

latency time associated with the response of the feedback loop exists, which

should be minimized in future systems. With this experimental configuration

and available equipment, the latency time was not measurable.

The acousto-optic binary optical device has potential applications in optical

signal processing and computing systems. As a component of an optical signal

processing system, the acousto-optic BOD can be cascaded, and since several

optical beams can be switched by a single acousto-optic modulator, the hybrid

device is applicable to parallel architectures. Another possibility involves op-

erating the acousto-optic deflector in the Raman-Nath regime instead of the

Bragg regime to produce several diffracted orders with a separate feedback sig-

nal derived from each order to produce versatile switching characteristics and

multistable states. Finally, we note that this architecture could be modified so

that the optical deflector is controlled by a separate light signal, which could be

incoherent, that is not the light incident on the AO cell. The bias signal to the

deflector would be obtained from the detected intensity of a second light beam,

which would then govern the switching of the principle beam. In this manner, a

weak light signal (on the order of pW) could control the transmission of a much

stronger signal (on the order of watts).
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As configured, this experimental model of a BOD used a bulk acousto-optic

modulator and component electronics, and has demonstrated a proof of con-

cept. Although the device has potential application to optical signal processing

systems, an integration of modulators and electronics would reduce size, de-

crease power, and permit the fabrication of arrays to be formed which have

the potential to be used as spatial light modulators. Acousto-optic modulators

can be built as wafer devices [2]; however, two drawbacks to AO cells are the

need for a microwave signal to drive the deflection mechanism, and damping the

acoustic wave to prevent acoustic interference from acoustic reflections, or stray

RF-signals. These limitations necessitate exploration of other approaches to the

development of integrated hybrid devices, which retain the advantages of the

linear phase grating. Hence, an alternative approach is the use of electro-optic

phase gratings as the modulator.

5.4 CONCEPTUAL ELECTRO-OPTIC HYBRID OPTICAL/ELECTRONIC
NONLINEAR OPTICAL DEVICE

Electro-optic phase-grating modulators have characteristics similar to

acousto-optic cells. Electro-optic devices can be operated in either Bragg or

Raman-Nath mode similar to acousto-optic modulators, but without a travelling-

wave acoustic or electric field. Electro-optic modulators are electro-quasistatic

(EQS) devices that are driven by modulating electric potentials, on the order of

5 to 20 Volts [2], which are compatible with microelectronic devices. To illus-

trate an integrated optical-electronic device, Figure 5.12 presents a schematic of

a cross-section and perspective view of an electro-optic phase grating modulator

and micro-optics integrated with electronics that form an electro-optic hybrid

optical/electronic nonlinear optical device. The following discussion examines

the structure, operation, materials, electro-optic phase-grating modulator, and

micro-optics that compose this device.

I G"



FIGURE 5.12

---------A MRO-OTU DEETR

iI \ I

/OUTPUT (DEECOR)

II /~r \ II
II\ I

I \I /
III I.NP.

/1 OUTUTPU (DEEOR

\ I I f MIRROR

1\ /HT /

a '
kL"'

INTERDIGITAL
ELECTOE

ELECTRO-OPTIC MATERIAL L d ; "-- -•-

BUFFER LAYER /
ELECTRONICS LAYERf/ \SUBSTRATE

ELECTRONICS LAYER/ /\\/

Figure 5.12. Integrated electro-optic hybrid optical electronic nonlinear optical
device concept.
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5.4.1 DEVICE STRUCTURE and OPERATION:

Figure 5.12 shows a general structural scheme for integrating electronics and

optics for hybrid devices. The basic configuration of the device is a semiconduc-

tor substrate with accompanying electronics, a buffer layer between the opti-

cal device and the electronics, a waveguide electro-optic modulator, and micro-

optics. The semiconductor substrate is used as the base material for physical

support of the device and to provide the electronics material. Both sides of

the semiconductor substrate are available for fabricating microcircuits that form

the illustrated electronics layers. These layers contain the electronics of the hy-

brid structure including detectors, nonlinear electronics, and control circuits.

As shown in Figure 5.12, a buffer layer separating the electro-optic material

from one of the electronics layers is presented, and on top of the buffer layer is

the electro-optic material deposited as a thin-film planar optical waveguide. The

buffer layer may be optional depending on the electronics configuration and elec-

tronics materials, and may be a single layer or multiple layer. This buffer layer

can provide several functions. The buffer may act as an electrical or optical iso-

lation to protect the electronics or electro-optical device. As an optical isolation,

the buffer layer is transparent to the light, and has an index of refraction lower

than that of the electro-optical waveguide. This lower index of refraction con-

fines the light to the electro-optical waveguide. With sufficient thickness of the

buffer layer, the light is prevented from interfering with the electronics layer by

being absorbed in the materials that comprise the electronics. The buffer layer

also prevents optical loss from the absorption within or scattering from the elec-

tronics. As an electrical isolation, the electric fields of the electro-optic device

and electronics are physically separated from each other thus reducing interfer-

ence between the respective devices. Alternatively, an electrical common plane

may be pliced within the buffer layer and sandwiched between two insulators.
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One insulator is in contact the electronics layer and the other is in contact with

the electro-optical waveguide. This common electrical metal plane terminates

electric fields from the electronics and interdigital electrodes, and hence electri-

cally isolates the two regions. Additionally, the buffer layer acts as a planarizing

medium to compensate for the surface relief of the electronics layer, thereby

reducing scattering from the electro-optic waveguide sidewall nearest the elec-

tronics. Surmounting the buffer layer is the electro-optic waveguide onto which

a surface interdigital electrode structure is fabricated. The interdigital electrode

provides the modulating electric field to create the electro-optic phase-grating.

The electro-optic waveguide may be a single mode or multi-mode waveguide

with a thickness, d, in the range of 0.5 pm to 20 pm. In order to launch incident

light into the waveguide modulator, and remove modulated light, micro-optics

are fabricated into the waveguide and substrate. Figure 5.12 shows micro-optic

planar mirrors embedded in the electro-optic waveguide, and a window through

the electronics substrate. If the electronics substrate is transparent to the light

or does not perturb the light, such as changing polarization, then the window is

not necessary. The basic hybrid structure of Figure 5.12 is designed to provide

integrated operation of optics and electronics on a single substrate. With this

architecture, the device offers flexible and diverse options as to the nonlinear

optical characteristics.

Figure 5.12 illustrates a particular scheme of operation that shows the es-

sential characteristics of the optical component hybrid nonlinear optical device.

Incident light is directed into the electro-optic waveguide by a planar micro-optic

mirror. The light travels in the waveguide until it encounters the modulator.

The electro-optic modulator acts as a phase grating mirror to channel part of the

light towards the detector micro-optic mirror. Light that is not diverted by the

modulator continues to travel in its original direction toward the output mirror,
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and is directed out of the waveguide by the output mirror and exits the device

through the window. These micro-optic mirrors may be metallic or dielectric.

The light deflected by the phase-grating modulator travels to a mirror (detec-

tor mirror) which directs this light to a detector in the electronics layer, and

thus, the deflected light is the sampled light. This sampled light then controls

the nonlinear electronics which in turn controls the modulator in the feedback

loop. Consequently, the undeflected light that passes through the modulator

and leaves the device is modified nonlinearly.

The previous paragraph presents only one mode of operation of the hybrid

device shown in Figure 5.12. Also shown in the figure is a reversal of the roles

of the deflected and undiverted light from the modulator. The detector mirror

becomes the output mirror, and the deflected light is the output light. The

undiverted light then becomes the detected (sampled) light. Another option for

device operation is to sample the input light. If the input micro-optic mirror is

a partially metallized or dielectric mirror, part of the incident light can proceed

through the mirror to the electronics layer and be detected as the sampled light.

Hence, the input or modulated light can be used as the sampled light to control

the nonlinear electronics.

5.4.2 MATERIALS and DEVICE FABRICATION:

In order to realize an integrated hybrid optical/electronic nonlinear optical

device, materials and fabrication methods for the optical and electronic com-

ponents must be compatible. The electronic components are limited to semi-

conductor materials whether single materials such as silicon and germanium, or

compound semiconductors such as gallium arsenide. Electro-optical materials for

the optical modulator can also be semiconductors primarily compounds (GaAs,

InP, ZnSe, ZnTe), crystalline ceramics such as perovskites [2], and more re-

cently developed electro-optic organic materials like the organic crystal 2-methyl
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4-nitroaniline (MNA) [7,47,48], or guest-host and backbone pendant polymers

[7,49-58]. This range of choices of materials is reduced due to fabrication re-

quirements, and is principally limited by ability to integrate the electronic and

electro-optic functions.

The most direct means of integrating the optical and electronic functions is

to use a semiconductor material that is also an electro-optic material. Integrated

optoelectronic devices, which combine electronics and electro-optic devices on a

single substrate using GaAs and related AlGaAs, is an major area of research.

Nonlinear electronics and detectors can be fabricated on one surface of a sub-

strate. The optical components can be formed on the opposite surface. Metallic

vias through the substrate can electrically connect the electronics to the in-

terdigital electrodes. The approach of using an electro-optic semiconductor is

attractive because of the use of a single material foundation. However, electro-

optic semiconductors do not have the electro-optic strength 121 of the perovskite

crystalline ceramics, or the more recently developed organic materials. Thus the

semiconductor optical device must have a longer propagation path for the light,

or larger electric field, to evoke the same modulating effects on the light.

Perovskite crystalline ceramics have been the most popular electro-optic ma-

terials due to the comparatively large electro-optic coefficients [2], and are at

least one order of magnitude stronger than electro-optic Femiconductors. The

essential chemical structure of the perovskites is (metal)(metal)0 3. Materials

such as LiNbO3 , LiIO 3, LiTaO 3 , PZT, PLZT, KTN, and BaTiO3 are examples of

these electro-optic materials [2]. Thoug.. the electro-optic properties make these

materials attractive for the optical modulator, these materials cannot presently

be directly grown on semiconductor substrates. These materials are grown as

single crystals from a melt with temperatures on the order of 10000C, and these

temperatures would damage the semiconductors. Further, epitaxial layers of
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the perovskites do not lattice match to semiconductors thus inhibiting uni-

form single-crystal growth. The growth of the electro-optic perovskites does

not presently appear to be a viable approach to the fabrication of the hybrid

optical/electronic nonlinear device. However, an alternative method in which

the semiconductor electronics is attached to the electro-optic material may be

feasible because of the recent development of the epitaxial lift-off technique [59-

60]. This technique permits fabrication of thin-film GaAs electronics which can

be removed from the substrate on which the electronics are fabricated, and

then directly attached to the electro-optic material. The GaAs electronics are

then held in place by Van-der-Waals force. This method may permit an effec-

tive integration of crystalline ceramics and GaAs electronics as an integrated

structure; however, this process requires the additional manufacturing steps of

physical removal of the GaAs electronics and attachment to the optical mate-

rial. As compared with monolithically fabricating the electronics with the optics,

the possibility of damage to the thin-film or misalignment of the electronics is

enhanced with the epitaxial lift-off process.

Alternatives to electro-optic semiconductors and crystalline ceramics are the

recently developed electro-optic organic materials [7, 49-58]. The two principal

types of organics are the electro-optic crystals and the poled polymers. These

materials have electro-optic coefficients on the order of or larger than the crys-

talline ceramics. The crystalline organic MNA has an electro-optic coefficient

(rij) of 64 pm/V. The poled polymers have exhibited coefficients of 14 pm/V

to 100 pm/V. Besides the relatively high electro-optic coefficients, these ma-

terials have the major advantages of low growth and processing temperatLres,

and smaller electro-quasistatic (EQS) dielectric constants. The low processing

temperatures (220C to 200°C) permit these materials to be directly integrated
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with semiconductor electronics without thermally damaging the electronic de-

vices. The EQS dielectric constants are those associated with the applied electric

field of the interdigital electrodes and determine the capacitance of the interdig-

ital electrodes. Whereas the perovskites have EQS dielectric constants from 40

(LiNbO 3 ) to 1800 (BaTiO3 ), the optical organics have dielectric constants on the

order of 4. Accordingly, the lower EQS dielectric constant of the optical organics

permits faster switching speeds. Of the two main types of organic electro-optic

materials, the poled polymers offer the greatest possibility of forming thin films

for waveguide layers. Though bulk optical-quality single-crystals of MNA have

been grown, thin films for useable waveguides have not been successfully formed.

In contrast, thin film poled polymer materials have been deposited for low loss

dielectric waveguides [55-57]. These materials are typically spun onto a sub-

strate to form the waveguide layer, and are initially deposited as an amorphous

film that does not have electro-optic properties. In order to induce electro-optic

effects, the film is heated beyond its glass transition temperature (typically less

than 2000C) and a poling electric field is applied. The previously randomly ori-

ented electro-optic dipoles of the material are then sufficiently mobile to align

with the poling field thus forming in aggregate an electro-optic susceptibility

[7,49-57]. With the poling field remaining in place, the material is then cooled to

ambient temperatures. The poling field for the device of Figure 5.12 is generated

from the interdigital electrodes. This technique has been successfully applied to

form integrated optic type devices such as channel waveguides, Mach-Zehnder

interferometers, and directional couplers [55-57]. A more complete review of

the science and technology of electro-optical organic compounds can be found

in reference 7, and 49 through 58. Besides the spin-deposit and electric field

poling method of forming the electro-optic organic materials, vapor deposition,
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and ionized-cluster-beam/partially-ionized-beam deposition techniques are be-

ing examined to deposit the electro-optic organics. This technique is also a low

temperature method and has the additional advantage of inducing electro-optical

dipole orientation concurrent with film growth.

The interdigital electrodes that generate the electric field for the electro-optic

phase grating are based on the wavelength of light and electro-optic material that

forms the waveguide. In its most efficient operation, the electrodes are designed

to form a Bragg reflector for the mode of the waveguide that is selected for mod-

ulation. Assuming only single mode operation, an estimate of the periodicity, A

(Figure 5.12), can be made by using the expression [2]:

A = A/2ncos(a) (5.4)

where A is the free space wavelength of the light, n the index of refraction of the

material, and a the reflection angle measured from the normal to the grating

(Figure 5.12). With a wavelength on the order of 1.0 jim and index of refraction

of 2, and an a of 45 degrees, A would be 0.47 Pm. Chirped gratings have been

fabricated with periodicities of less than 0.3 ym [2,61], which is well within

the capability of electron beam lithography, whether by direct write or for mask

fabrication, and also holographic lithography. Larger periodicity can be attained

with a smaller a, and 45 degrees is not a limitation. The length, L, of the device,

taken to be the length of the modulator, is derived from Figure 2.12 as:

L = w + Wtan(o) (5.5)

where W is the width of the device, and w is dependent on the interaction length

(f) of the reflector (Figure 5.12), with

U = /coS(co) (5.6)
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The interaction length, t, is based on the intended efficiency of the modulator

which is the ratio of the deflected light (Id) intensity to the incident light (Ii)

intensity. An approximate relation between 1d and Ii [2] is given by:

Id = tanh2( rn3rCE) (5.7)

where n is the unperturbed index of refraction of the electro-optical material, r is

the electro-optic coefficient, f is the interaction length of the reflector, and E the

magnitude of the applied electric field. Consider a 50% (Ud/I, = .5) deflection

efficiency. This places the initial operating point in the middle of the linear

operating range of the deflector. With the material values of n = 2.28, r =

30 pm/V (LiNbO 3 parameters [2]), and an electric field (E) of 1 MV/m, the

interaction length (t) is 1.6 mm. By raising the electric field to 10 MV/m, t

is 160 /pm. These electric fields are easily compatible with electronic circuitry

voltages of 5 V to 20 V and interdigital transducer spacing of 10 um to 0.2 Pm. If

a = 450, and VV is taken to be equal to w, then a device area of 5 mm x 5 mm is an

upper bound on miniaturization. Correspondingly smaller areas are attainable

with larger applied electric fields or larger electro-optic coefficients. Thus the

reflecting modulator is capable of being fabricated with current manufacturing

technology, and has dimensions that permit miniaturization to form arrays.

In order to bring light into the waveguide structure and direct it out of the

waveguide, various coupling techniques can be employed depending on the di-

rection from which light is to enter the device [61]. End-coupling methods, such

as fiber coupling and lens focusing, in which the light is initially parallel to the

waveguide, is not applicable to light striking the device from an angle out of the

plane of the waveguide. External prism coupling is a possibility for light that

is not coplanar with the waveguide, but prism coupling does not permit light

to be coupled that is striking perpendicular to the plane of the waveguide, nor
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to direct light through the electronics substrate. Further, the prism is a bulky

component that must be added to the device with the accompanying problem

of aligning the prism with the waveguide. Alternatively, micro-optics presents a

feasible technique to launch light into the waveguide from directions not copla-

nar with the waveguide, and integrated with the waveguide using the accuracy of

microelectronics fabrication techn'ques. Two micro-optics techniques have been

developed that are applicable to the hybrid device. One method uses gratings

to direct light into the waveguide [2,613, and the other uses micro-optic mirrors.

Gratings have been fabricated with electron-beam and holographic lithography,

and with ion milling and directional gaseous etching such as reactive-ion-etching

[61]. More experience has been obtained with gratings than mirrors. Compara-

tively, gratings are more spectrally limited than mirrors, and thus new grating

designs would have to be implemented for different wavelengths. Additionally,

for efficient coupling of light to the waveguide, the size of the gratings (- 1 mm)

would be larger than mirrors (- thickness of the waveguide, 10Lm). Figure 5.12

illustrates micro-optic mirror coupling. Optical quality mirrors have been fab-

ricated with ion assisted beam etching (IABE) [62-64], focused-ion-beam (FIB)

milling [65-67], and mass-transport [67,68]. Mirrors have been fabricated in semi-

conductor materials [62-65, 67-69] and organic polymers [66]. Though shown as

planar mirrors in Figure 5.12, curved mirrors can be fabricated with IABE and

FIB milling. Curved mirrors can be used to improve single mode launching of

light into waveguides that are multi-mode, and correct for focusing distortion of

light that is directed onto the mirrors. Micro-optics for directing light into and

out of the electro-optic waveguide, and that are integrated with the waveguide,

can be accomplished with current fabrication methods. However, because of the

small size of these elements only a small fraction of the light that would fall onto

the overall device will enter the micro-optics, if left unaided. Thus an external
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mechanism for directing light onto the micro-optics embedded in the waveguide

is needed. This can be accomplished with standard optics; however, the bulk size

of standard optics prevents the development of arrays, and external micro-optic

methods must be considered. A discussion of external micro-optics is presented

in the next section.

The hybrid optical/electronic nonlinear optical device is a conceptual device

that can be fabricated with current fabrication microelectronic fabrication tech-

nology. The electronics aspect of the device are not pursued further since the

optical part of the device is intended to be fabricated with available semiconduc-

tor devices. The hybrid device has been presently considered in a stand alone

context; however, an advantage of the small structure discussed, and microelec-

tronic manufacturing techniques, is the ability to integrate many of these single

devices as elements of arrays and develop nonlinear systems.

5.5 HO/E NONLINEAR OPTICAL ARRAYS

A HO/E nonlinear-optical-array is essentially composed of an assembly of

the nonlinear device shown in Figure 5.12, and a means of bringing light into

and out of the nonlinear array. Figure 5.13 illustrates these two components of

the system as a general scheme, and specifically as a spatial light modulator. An

array of HO/E nonlinear optical devices, and a technique (micro-optic arrays)

for inserting the incident light into the electro-optic waveguide and recollimating

the output light, is shown. The discussion which follows separately presents each

of these components, and then combines them as a spatial light modulator.

5.5.1 ARRAY:

The HO/E nonliiiear-optical-array structure of Figure 5.13 shows a general

geometry of the array of devices. Each element in Figure 5.13 forms a distinct

pixel. These pixels can be optically and electronically isolated from each other,
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FIGURE 5.13
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Figure 5.13. Monolithic array of integrated electro-optic HO/E nonlinear optical
elements. Wavefront spatial light modulator geometry.
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or connected. Micro-optic lenses, waveguides, gratings, and partially transmit-

ting mirrors can be employed to optically connect elements. As an example,

Figure 5.13 shows the output mirror of one element as the input mirror of its

neighbor. If this mirror is partially transmitting then light from one cell can

influence the behavior of its neighboring cell. Connecting the cells electronically

is dependent on metallic interconnects in the electronic layers. By establishing

optical and electronic paths between the elements, neighboring pixels can in-

fluence the behavior of each other thereby creating a connected network. This

network can then act as a nonlinear network with possible application to optical

neural networks.

5.5.2 EXTERNAL MICRO-OPTIC ARRAYS:

In order to efficiently bring light that is out of the plane of the electro-optics

waveguide into a nonlinear optical element, the light is collected and directed

onto the micro-optics embedded in the electro-optic waveguide layer. Figure

5.12 shows micro-mirrors as the embedded micro-optics of the waveguide. To

channel the light onto the micro-mirrors, a focusing element is needed. The

focusing element in this example is a cylindrical microlens. A single cylindrical

microlens can direct light onto a micro-optic mirror that serves as the optical

input mechanism to a one-dimensional array of HO/E elements. An array of

the microlenses can then insert light into a two-dimensional array as illustrated

in Figure 5.13. To form a precise two-dimensional pattern that conforms to the

nonlinear HO/E array, separate cylindrical lenses should be avoided. By taking

advantage of acculrate microelectronic fabrication methods, arrays of cylindrical

or circular lenses can be manufactured. These microelectronic fabrication meth-

ods include mass-transport [70], ion milling, reactive-ion-etching. FIB-milling,

photothermal [71], and ion-exchange techniques [72,73]. The microlens arrays

would most likely be fabricated as independent structures, and then aligned and
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attached as part of the package of the total system. However, with low depo-

sition temperature materials, such as the parylenes, polyimides, and siloxanes,

that can be deposited directly on the electro-optical materials, the possibility

exists of integrating the "external" optics with the rest of the device as a mono-

lithic structure.

5.5.3 SPATIAL LIGHtT MODULATOR:

The total device shown in Figure 5.13 is illustrative of the geometry of a

spatial light modulator (SLM). The SLM geometry presents a structure that

performs the complex tasks of modulating the wavefront of a light beam with

a planar optical device, and in a miniaturized package. Figure 5.13 shows how

external optics can focus light onto a linear micro-optic mirror which injects the

light into a set of one-dimensional HO/E nonlinear optical devices. The array

separates the line of light into segments, and thus forms smaller pixels. Each

one-dimensional HO/E array creates pixels, and thus, forms a two-dimensional

spatial modulation pattern. The output micro-optic mirrors then redirects each

pixel onto a second cylindrical array pattern to construct a nonlinearly modu-

lated wavefront. Hence, from the design of a single planar element, an array

can be envisioned that can be extended to the formulation of a nonlinear spatial

light modulator.

5.6 CONCLUDING DISCUSSION

New hybrid optical/electronic nonlinear optical devices have been presented

based on a linear optical modulator controlled with nonlinear electronic feed-

back. This architecture provides the potential for realizing nonlinear optical

switching effects unobtainable by other means. Results of an experiment with

a bulk acousto-optic modulator and a Schmitt trigger providing nonlinear and

programmable control have been reported. This experiment demonstrated the
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concept of linear modulation with nonlinear electronic control. Tuneable bista-

bility and hysteresis were found by triggering from the diffracted light from the

AO modulator. By triggering from the input light, bistability without hysteresis

was obtained. The application of a deflector modulator did not require exter-

nal optics for light sampling. This proof of principle established the basis for a

conceptual device using an electro-optic deflector. A discussion of the design,

fabrication, and operation of the electro-optic device was presented that indi-

cates such a device is feasible with current materials and fabrication technology,

and can be successfully implemented. From the single element electro-optic de-

vice, arrays can be developed for nonlinear network systems and spatial light

modulators. Future research includes development of the electro-optic hybrid

optical/electronic structure and extension to arrays, and examination of the sta-

bility criteria of the nonlinear feedback. As a final note, the integrated optical

and electronic structure of the electro-optic device is also applicable to linear

modulation with linear feedback electronic control.
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CHAPTER 17

High Resolution Image Reconvery From Image Plane
Arrays Using Convex Projections

Henry Stark and Peyma Oskoui

6.1 INTRODUCTION

In remote sensing and astronomy, images are often reconstructed from data

obtained by fixed or scanning detector arrays superimposed on the image field

[1]. Since detectors are typically much larger than the blur spot of the imaging

optics, a naive reconstruction of the image from the detector data would produce

an image of lower resolution than that furnished by the imaging optics. The

reduction of detector size to match the blur spot of the imaging optics may not

be technically feasible, and even if it were, the associated signal-to-noise ratio of

the detector output might be too low to be useful [2].

In [31 Frieden anid Aumann argued that by allowing intentional overlap of

successive scans and rescans of the same area from different directions, there

might be enough information in the acquired data to allow for a higher res-

olution reconstruction i.e., one more commensurate with the imaging optics.

They illustrate such increased resolution reconstructions using a least-squares

algorithm they call filtered localized projection.

In this paper we also attempt to reconstruct high-resolution images from

coarse detector data but we use an algorithm that enables the incorporation

of prior data. The algorithm, which is a realization of the method of convex

projections, alternatively known as the method of projections onto convex sets

(POCS), is a two-dimensional extension of a one-dimensional algorithm earlier

used in computerized-tomography [4]. The method of POCS is often used to

recover "missing" information in limited-data situations [5-9]. In [4], however,

it was used explicitly to reconstruct an image from a set of line-integrals called
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raysums. In this paper the image is reconstructed from a set of area integrals

in a fashion that parallels the approach in [4]. Moreover, in addition to allowing

the use of prior knowledge, the method of POCS does not require any particular

detector or scanning geometries; detectors call be of any size, the scanning can

be in any direction, and the angular scan increments need not be uniform.

6.2 THE METHOD of CONVEX PROJECTIONS

Consider an unknown signal s(.7) that is known to enjoy properties

7r,,2 .... ,7r,. With each property 7ri there is associated a set Ci which is the

set of all signals enjoying property 7ri. Ofte7, these sets are closed (they contain

their limit points) as well as convex meaning that if sl(x) and s 2(x) belong to

Ci then the weighted sum UsI(x) + (1 - pI)s2(X) belong to Ci for any 0 < I: -< 1. Of

importance is the observation that s(x) must belong to the solution set C=nl:1 C,

assuming that this intersection is not empty. The central theorem of the method

of POCS is the following: the recursion

f(k+l) = ProPm-1... p2pl.f(k), f(o) fo

where fo is an arbitrary starting point, converges weakly [10] to a feasible solution

that lies in C,. The projection operator or projector Pi projects an arbitrary signal

f onto the closed, convex sets, Cji = 1,..,. m. By projection we mean the function

(point) g E Ci nearest to the original arbitrary signal f.

The central problem in POCS is to synthesize the projectors P,i = 1 .. m.

While this may not be a trivial task, it is in general, much easier to do than to

find P., i.e., the projector that projects onto the solution set C, in one step.

6.3 THE METHOD of POCS APPLIED to the PROBLEM at HAND

A. DATA CONSTRAINTS:

Consider a detector with response function a(x.y) when centered at the ori-

gin and aligned with some convenient orthogonal coordinate system (r.y), for
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example, the rectangularly shaped detector of length a and width b in Figure

6.1(a). Now assume that the detector is superimposed on the image f(x,y) and

let its response function when it is in position j be aj(x,y). Then the detector

output d1, is given by:

d,= f (xy)aj(xy)dxd.(6.1)

The geometry is shown in Figure 6.1(b). The rectangular detector in Figure 6.1

would, for example, have response:

aj(x,y) = rect[(x- xi)cos 0i + (Y- Yj)sin1O1] rect[(Y- yj)cosO -b(x- xj)sinOj] (6.2)

when shifted to xj,yj and rotated, as shown, by an amount 0j.

We recognize equation ((6.1) to be an inner product. Thus we write d. = (f, 0j)

using the well-known inner product notation. The problem then becomes: given

readings di,i = 1,...,K and prior constraints or properties lrK+l+j,j = 0,..., N-K-

1, how do we reconstruct an image whose resolution is higher than that which

would result from a naive reconstruction from the detectors alone? N here is

the total number of measurements and prior constraints.

In real-world situations, the processing is often done by computer. In this

case the finite size of the pixels must be accounted for. One way to do this is to

include in the detector response the fractional pixel areas included within the

detector footprint. The detector output at the j'th reading can be written as

di = Z' y:f(l,,k) a(l,k), (6.3)
1 k

where f(l,k) is the brightness of the pixel centered at (1,k) and aj(l,k) is the

detector response at position (1,k) and includes the fractional area of the pixel

at (1, k) within the detector footprint when it is in the j'th position. For example
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FIGURE 6.1

TI x_
I- -a

detector of'size a x b

(a)

Detector

(b)

Figure 6.1. (a) rectangular detector of size ab. (b) detector over image .f(.r..!'),
displaced by x3 and y, and rotated through an angle 0j.
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suppose that the detector has a uniform, say unity, response over its footprint;

then,

0, when pixel centered at (l,k) lies wholly outside
detector footprint;

0i(l, k) 1, when pixel centered at (l,k) lies wholly within (6.4)
the dctector footprint;

r1 , (0 < r. < 1) when the pixel centered at (1, k) lies partially
within the detcctor footprint.

In equation (6.4) rj is the fractional area of that portion of the (1, k)'th pixel that

lies within the detector footprint. Equation (3) is recognized to be a discrete

two-dimensional inner product. It too, therefore, can be written as dj = (f,aj).

We now define the sets C',j = 1,... ,K as:

Cj=tf(x,y) : (f, aj)=dj}. (6.5)

In words, C, is the set of all image functions whose inner product with the

detector function o* is dj. We note that the K sets described in equation (6.5)

are in effect K constraints on the image. Since f occurs linearly in the expression

(faj) = dj it is possible, in principle, to obtain enough equations - even with

detectors larger than a pixel - so that a formal solution can be obtained by

matrix inversion. For example if the image has P 2 pixels and K = P 2 is the

number of independent equations (f,aj) = dj then by matrix inversion of the P 2

linear equations, f(x,y) can be found [11]. However, since P is typically 525 to

1000 or more the matrix inversion process is ill-conditioned and practically not

feasible.

Returning to equation (6.5) we show in Appendix A that C, is: a) convex;

b) closed; and c) has projection g(x,y) given by:

f h(x. y), if (h, aj) = dj
g=P'h h(,r. y) + dI-(h'•)J(x, y), otherwise. (6.6)

In equation (6.6), h(x.y) is an arbitrary function in the L2 space of square-

integrable functions; (h,a,) is an inner product; g(x,y) is the projection of h(x,y)
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onto Cj; Pi is the projector; and di is the measurement constraint and is assumed

given. In POCS equation (6.6) is used recursively. Thus, if f"(x, y) represents the

n'th estimate of the correct but unknown image f(x,y), the improved estimate

fn+ 1(x,y) would be obtained at the next step, from

f (x,y), if (.fn,,oj) =dj

f,•+'(x,y)I= f,•(,y)+ d.7(f, otherwise. (6.7)

We note in equation (6.6) that (aj, j) is not merely the area of the detector; it

includes terms involving rý and therefore depends on the position of the detector

array relative to the image plane coordinates.

B. PRIOR KNOWLEDGE:

In addition to the constraints imposed by the data, these are additional

constraints that can be imposed from prior knowledge (all functions in this

discussion are assumed to belong to L2; the usual L2 norm and inner product are

used throughout). The only prior knowledge constraint sets used in this paper

are:

1. The amplitude constraint set CA:

CA = {g(x,y): a <- g(x,y) <0 ,/3 > C} (6.Sa)

The projection of an arbitrary function h(x,y) onto CA is:

(a if h(x, y) < a;
g=PAh= h(x,y), if a < h(x,y) _</3; (6.Sb)

if h(x, y) > /3.

2. The energy constraint set CE:

CE = {g(x,y) :1ig 1 2 _< E), (6.9a)

where E is the maximum allowable energy in the reconstructed image. The

projection of the function h(x,y) onto CE is:

h(x. y), if 11 h I11< Eg =Pgb = (6.9bh)
(E/Eh)I/2 h(x, y), if 11 h 112> E
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In equation (6.9b), Eh• II h 112.

3. The reference-image constraint set CR:

CR = {g(x,y) : 11g-fR JR1_5 15R) (6.1Oa)

In equation (6.10a), fR is a prior-known reference function and CR is the al-

lowed rms deviation from the reference and is known a priori. CR is sometimes

called the "sphere constraint" because the set includes all L2 functions that

lie within a sphere of radius CR and centered at fR. The projection onto CR

is:
Sh, if [h - fR 1<ý ER

g = Pnh h f-f > (6.10b)
Y=P h{7.1 if 11h-fA P>ER.

Note that CR is a generalization of CE. By setting fR = 0, CR = (E) 1/2 and

Eh =11 h 112, we obtain equation (6.9b).

4. The bounded support-constraint set C,:

C. = {g(x,y): g(x,y) = 0 for (x,y) E A}. (6.11a)

In equation (6.11a) A is some finite region in R x R. The projection operator

onto C, is:

= h(x,y) if(XY) EA (6.11b)g =Ps =o, otherwise.

The derivation of all these projectors are given in other places, e.g., [5],[12].

We omit repeating them here.

6.4 EXPERIMENTAL RESULTS

A. RECONSTRUCTION from DETECTOR READINGS:

We attempt to reconstruct images from low-resolution data gathered in two

different ways: 1) a fixed detector array is superimposed on the image field but

controlled, sequenced, rotation between the image field and the detector array
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is permissible (Figure 6.2); and 2) an array is scanned across the image and data

is collected for different positions during the scan (Figure 6.3).

In the example shown in Figure 6.2, each detector has dimensions 4 (horizon-

tal) x 2 (vertical) (all dimenFions are in pixels) while the number of pixels in the

image is 64. Hence a minimum of 8 angular displacement are required to yield

enough equations to solve for the 64 unknown brightness levels. In the example

shown in Figure 6.3, a single vertical pass is enough to yield the 64 required

equations. Readings are obtained every time the detector array is wholly super-

imposed over a fresh row. Except for the comparison with the method proposed

in [1], which requires the configuration of Figure 6.3, all of our experiments are

done using the fixed array in which rotation between array and image is used to

get additional equations.

The image to be reconstructed is a 64 x 64 version of the widely-used Shepp-

Logan phantom [13] shown in Figure 6.4(a). Superimposed on the image is a

rectangular deteciui" array consisting or' 8 detectors along the horizontal and 16

detectors along the vertical. Each detector has dimension 8 along the horizontal

and 4 in the vertical. As there are 64 x 64 = 4096 unknown brightness a full data

set would require a minimum of 32 angular displacements (I12R -.32 = 1096). Note

that for each angular displacement we obtain approximately 128 equations.

The first experiment shows the feasibility of using POCS as an alternative to

matrix inversion for reconstructing the image. Figure 4 shows the reconstruction

of the Shepp-Logan phantom using POCS and only the data constraints given

in equation, (6.5) for j = I. 4096; no prior knowledge about the image was

assumed. In Figure 6.4(b) is shown the reconstruction after 10 iterations; in

Figure 6.4(c) after 50; and in Figure 4(d) after 100. The fine structure in the

Shepp-Logan phantom becomes evident after 50 iterations and, except for some

noise, is exactly reproduced after 100 iierations. We note that the mean-square
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FIGURE 6.2
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Figure 6.2. Rotation between detector array and image field to get additional
information.
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FIGURE 6.3

scan direction

2 4 6 8

S 3 7 9

Figure 6.3. Scanning configuration of detectors. Information is obtained as
detectors scan the image field in a vertical direction.
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FIGURE 6.4

(a) (c)

(b) (d)

Figure 6.4. Reconstruction of high-resolution images from full data sets using
convex projections without reference image constraint. initial image is zero
image. 128 detectors of size 8 x 4 were used in 32 views. (a) original image; (b)
reconstruction after 10 iterations; (c) after 50 iterations; (d) after 100 iterations.
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error due to the noise is still decreasing at 100 iterations but at a very slow

pace; the rms error at this point is 6.3 percent. The algorithm used to get these

results is given by.

f,+I(xy) = Pi... Pf n = 0.1,... (6.12)

where Pk, k = 1,2._ K is implicitly defined in equation (6.7). The starting point

for the recursion in equation (6.12) is the uniform ellipse shown in Figure 6.5.

The visual influence on the reconstruction of the starting point fo decreases with

increasing number of iterations. In Figure 6.6, the recursion of equatior (6.12)

is used for: a) fo as in Figure 6.5; and b) fo = 0. Both are clearly converging to

the correct solution but the algorithm using the more propitious fo is smoother

than the reconstruction initialized by fo = 0. The rms error history for the two

reconstructions starting with different initializations is shown in Figure 6.7.

Figure 6.8 explores the effect of limited-view reconstruction by POCS. Out

of a full angular range of 1800 (divided into 32 view angles) we do not collect data

in regions of angular diameter at extent 20, 40, 60 and 90 degrees, respectively.

Hence the numbers of available detector readings and the number of equations

available for reconstruction are reduced from the full data set of 4096 to (8 x 16) x

29 = 3712, (8 x 16) x 25 = 3200, (8 x 16) x 21 = 2688 and (8 x 16) x 15 = 1920 respectively.

To ameliorate the effect of insufficient data we use prior knowledge associated

with the sets CA and CR, - the amplitude and reference image constraint sets

respectively. In CA, we let a = 0, 3 = 1 and in CR we let fl? be the image of

Figure 6.5 which we also pick as fo; the parameter CR was set to cli =11 fR - f, I1

where fR is the true image shown in Figure 6.4(a). The results are given in

Figure 6.8. As expected, the visibility decreases with increasing loss of data but

even with 40 degrees of missing view data the fine structure in the Shepp-Logan

reconstruction is still visible in Figure 6.8(b). The results should be contrasted
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FIGURE 6.5

Figure 6.5. The image sometimes used as the initial image and/or the reference
image. It consists of a uniform ellipse.
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FIGURE 6.6

(a)

(b)

Figure 6.6. Reconstruction using convex projections after 100 iterations; (a)
initial image is that of Figure 6.5; (b) initial image is zero image. Reference
image constraint not in use.
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FIGURE 6.7
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Figure 6.7. Error history of reconstructions by convex projections: Solid line
shows the reconstruction error when fo = 0; dotted line has fo in Figure 6.5.

203



FIGURE 6.8

(a) (C)

(b) (d)

Figure 6.8. Limited-view reconstructions using POCS after 100 iterations. Initial
image fo is that of Figure 6.5. (a) 20 degrees of missing data; (b) 40 degrees of
missing data; (c) 60 degrees of missing data; (d) 90 degrees of missing data.
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FIGURE 6.9

(a) (c)

(b) (d)

Figure 6.9. Same as Figure 6.8 but reference image constraint and amplitude
level constraint omitted. Also initial image is fo = 0. This image is reconstructed
from data only while that of Figure 6.8 uses prior knowledge.
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with Figure 6.9 where the reconstructions were attempted without using prior

knowledge.

B. THE EFFECT of NOISE:

To investigate the effect of noise on the image recovery procedure we made the

following assumptions: the average intensity, I, across any detector is constant

both in time and in displacement across the detector; the number of photons

striking the detector is a Poisson process; and the noise in each detector is

independent of the noise in any other detector. The average light energy sensed

by the detector in a given time interval At, is given by ADAtI, where AD is the

detector area, and in this discussion, At is the integration time of the detector.

It is assumed that the quantum efficiency of the detector is one. The amount

of energy per unit photon is given as hv, where h is Plank's constant and v

is the frequency of the radiation. Hence the average number of photons in an

integration time of the detector, i, is given as:

AD At I (G.13)

_ ADAt (6.14)

Since this is a Poisson process, the variance, a 2 , is equal to the mean, It:

a 2 = aI, (6.15)

To generate a given signal-to-noise (SNR) ratio, we adjust a to have the value:

logac = O.I[SNR- lOlogI]. (6.16)

The parameter a is computed this way for each detector reading. Thus equation

(6.16) is more properly written as:

logcx =O.1[SNR-1OlogIn], n=1,...AK (6.17)
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where K is the total number of readings. This procedure is one way of defining

a signal-to-noise ratio for the whole image; no doubt there are others.

The actual procedure for generating noisy data then consisted of the follow-

ing steps. Because we were interested only in high signal-to-noise we used the

Gaussian approximation to the Poisson law to generate random samples with the

correct variance. Thus, say that at the n'th reading we measure a noiseless inten-

sity I,. Then the correct photon variance, from equation (6.15), is a,,In where a,

is computed from equation (6.17) for any specified SNR. The next step is to use

a random number generator to generate a photon-noise term from a Gaussian

pdf with mean 0 and variance ann This sample is converted to intensity noise

by dividing by a,. The total measured intensity is then the sum of I, and the

noise component obtained as described above. This procedure is repeated for

every detector reading in the image plane array.

The results for SNR's of 30 dB and 50 dB as shown in Figure 6.10 for 100

iterations. The 30 dB SNR reconstruction is noisy enough to obliterate the

details of the image. Results are much better for 50 dB SNR but there is still

considerable noise present. We found that the smoothing induced by the CR

constraint had little effect for this image. Finding effective noise-suppressant

schemes for reconstruction from noisy data is left for future research.

C. COMPARISON with TWO-STEP LEAST-SQUARES:

In a recent paper [3], Frieden and Aumann proposed a two-step least-squares

scheme for reconstructing high-resolution images from data obtained from scan-

ning arrays. There too, the blur spot of the imaging optics was significantly

smaller than the size of the array detector elements. The authors called their

algorithm filtered localized projection (FLP). The essential ingredients of 'he algo-

rithm are the following. The detector data vector I is related to the original

207



FIGURE 6.10

(a) (C)

(b) (d)

Figure 6.10. Effect of noise on POCS reconstructions after 100 iterations. (a)
original image; (b) reconstruction from noiseless data; (c) reconstruction from
50 dB SNR data; (d) reconstruction from 30 dB SNR data.
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(unblurred) image vector 0 by:

I=HO,

where H is the array blur matrix. In the first step a preliminary estimate of 0,

OP is obtained from:

Op =HTI = HTHO.

This is what Frieden and Aumann called the localized projection (LP) image of

0. In the second step, an inverse filter H+ is applied to Op to produce a final

estimate 0. In particular, if [H'H]-' exists and

H+ = [HTH]-1,

then

6 = [HTH]-1HT __ OLS.

Of course, if there is no noise and the equations are consistent, the original image

is reconstructed. Thus the FLP method realizes the least-squares estimator 6LS

in two steps.

Another way to inverse filter Op is to recognize that HTH is Toeplitz and

therefore is associated with a well-defined point-spread function connecting the

LP reconstruction and true object. Hence the LP image can be inverse filtered

in the frequency plane by a fast Fourier transfor i-,t to yield 6.
In our research we compared the FLP method using frequency-plane inverse

filtering with the POCS approach. While both techniques furnished good results

each had certain advantages compared with the other. The results are discussed

below.

In the first experiment of this series, we used a scanning arrangement similar

to that shown in Figure 6.3; each detector was one pixel high and two pixels wide.

We call this a two-point horizontal blur (2-PHB). The test image is shown in
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Figure 6.4(a), i.e., 64x64 Shepp-Logan phantom. All the detectors were assumed

to have unity response. The point-spread function in this case is the sequence

.,.0,0,1,2,1,0,0,.... For the POCS reconstructions, fu was taken as the zero

image, fR was the uniform ellipse of Figure 6.5, and the region 4, enclosing the

ellipse and representing our knowledge of the finite support of the object, was a

rectangle of dimension 50 x 60. Figure 6.11(a) shows the results for the 2-PHB.

Figure 6.11(a) is the unprocessed detector image - the 2-PI1B effect is evident.

In Figure 6.11b, the LP image Op = HTI. The FLP image is shown in Figure

6.11(c) and should be compared to the POCS reconstruction after 30 iterations

in Figure 6.11(d). Both approaches, POCS and FLP, yield comparable results

and represent significant improvements over the unprocessed detector image of

Figure 6.11(a).

Figure 6.12 shows a much more severe blurring is introduced by using 4 x 1

detectors which introduce a four-point horizontal blur (4-PHB). The unprocessed

detector image (Figure 6.12(a)) as well as the LP image (Figure 6.12(b)) are so

badly blurred that the finer details in the Shepp-Logan object are obliterated.

The FLP image (Figure 6.12(c)) is quite good except for a mottled background.

The same kind of mottling appears after 30 iterations in the POCS image which,

in other respects, is quite good. When the POCS image is reconstructed after

100 iterations (Figure 6.12(d)), an excellent noise-free image is reconstructed

which is superior to FLP image (Figure 6.12(c) or 6.11(c)). On the other hand,

it may be possible to improve the FLP image by techniques other than simple

inverse filtering which is known to be noisy.

It appears that both FLP and POCS can recover high-resolution images from

badly blurred detector images. While the FLP technique is much faster than

POCS, the latter seems to yield better results when the blurring is severe.
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FIGURE 6.11

(a) (c)

(b) (d)

Figure 6.11. Comparison of POCS and FLP reconstruction algorithms for the
two-point blur. (a) unprocessed detector image; (b) LP image; (c) FLP image;
(d) POCS images after 100 iterations with fo = 0 and all constraints in effect.
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FIGURE 6.12

(a) (c)

(b) (d)

Figure 6.12. Same as Figure 6.11 except for more severe four-point blur; (a)
unprocessed detector image; (b) LP image; (c) FLP image; (d) POCS image
after 100 iterations.
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In the final experiment in this series compared POCS and FLP whean the

obtained data is incomplete, i.e., when some of the detectors are not working.

In [3] it is pointed out that data obtained from the Infrared Astronomical Satel-

lite (IRAS) suffers from missing scan tracks due to dead detectors. We were

interested to see which technique was more susceptible to the propagating in-

terference resulting from dead detectors. To this end we returned to the 2-PHB

case and set the response of four central detectors equal to zero. More specifi-

cally, if the scanning configuration shown in Figure 6.3 is adopted for a ( I. (64

image, and the detectors are numbered from -32 to +32 (the -:32nd detector

playing the role of detector no. 1 in Figure 6.3 and the +32nd detector playing

the role of detector No. 9) then detectors zero to three were set to zero.

The results are shown in Figure 6.13. In Figure 6.13(a) is shown the unpro-

cessed detector image. Both the blurring and the effect of the dead detectors are

evident. Figure 6.13(b) shows the LP image. The FLP image is shown in Figure

6.13(c); note the artifacts introduced by high-pass filtering. These artifacts are

not visible in the POCS image which is shown in Figure 6.13(d) after 30 iter-

ations. Thus it appears that the POCS method is less likely to propagatr? the

effects of dead detectors into the rest of the image than the FLP method. flow

to recover the missing picture data when detectors go bad is another matter and

is left for future research.
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FIGURE 6.13

(a) (c)

(b) (d)

Figure 6.13. Effect of dead detectors on POCS and FLP reconstruction algo-
rithrns. Two-point horizontal blur is in effect. (a) unprocessed detector image;
(b) LP image; (c) FLP image using correct inverse filter known a priori; (d)
POCS image after 30 iterations.
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APPENDIX A

A. CONVEXITY of C3 of EQUATION (6.5):

Let hI,h2 E C3. Then

(thi + (1 - 1p)h 2, ao) = 1,(h 1, aj) + (1 - ji)(h 2 , ao) = /,dj + (1 - 1,)dj = dj

for any it including 0 < _< 1.

B. CLOSENESS of C3 :

Let a sequence {h,) c Cj have limit h. Then from the Cauchy-Schwartz in-

equality:

I(h. - h, aj)i•_< hh -hI II j 1- 0 (A - 1)

since h is the limit of the sequence {h,}. Hence

(h, - h, aj) -0 (A -2)

or

(h.,aj) -- (h, oj) = dj. (A-3)

C. PROJECTION onto C.:

To find the projection g = Pjh where h is an arbitrary real function, we solve:

rin (h-g)2dxdy (A - 4)

for the continuous case, or

min J(1(, k) - g(l, k)) 2  (A-5)
g (C - 3, L,k

for the discrete case. Thus, to be specific, consider the continuous case. Equation

(A-4) is equivalent to:

rin J(h - g) 2dxdy (A-6)
600
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subject to (g,aj) = dj. Using the method of Lagrange multipliers, we get:

min (h-g)2dxdy + A[(g, aj)-d]j, (A 7)

where A is the Lagrange multiplier. Differentiating equation (A-7) and solving

for g(x,y) gives:
A( s

g(x,y) = h(x,y) - � .a (A-S)

If equation (A-8) is used in (g, aj) = dj we get:

Ak (h, aj) - djA - (hj,a3 )d (4-9)

Using this result in equation (A-8) gives the final result:

g(x,y) = h(x,y) + - (dj,aj) j(xy) (A-10)

which is equation (6.6).
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